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DEPARTMENT OF COMPUTER ENGINEERING (SE)

DEPARTMENT VISION AND MISSION

Vision Statement

To be a leader in innovative software solutions, driving technological advancements that improve lives and

transform industries through excellence in engineering, research, and collaboration.

Mission Statement

M1: To equip students with cutting-edge knowledge and skills in software engineering and thus foster a culture

of innovation, creativity, and ethical responsibility in software development.

M2: To conduct impactful research that addresses real-world challenges in technology and software systems by

collaborating with industry partners and the global tech community to drive digital transformation.

M3: To ensure the development of high-quality, scalable, and secure software solutions for diverse applications.
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Programs Educational Objectives (PEQOs)

PEO1: To equip graduates with a robust foundation in AI, ML, and related computational techniques,
enabling them to develop and implement intelligent systems across multiple domains.

PEOQO2: To empower graduates to conduct advanced research, drive innovations in Al and ML, and create
transformative solutions for complex real-world challenges.

PEO3: To prepare the graduates to equip with the skills and adaptability to thrive in dynamic industrial
environments and pursue continuous learning to stay ahead in emerging Al technologies.

Programs Specific Outcomes (PSOs)

PSO1: Graduates will be able to design, develop, and implement Al and ML-based solutions using modern
tools, frameworks, and methodologies.

PSO2: Graduates will be able to analyse, pre-process, and interpret large-scale data, applying statistical and
machine learning techniques to derive meaningful insights and solve real-world problems.

PSO03: Graduates will develop expertise in deep learning, computer vision, natural language processing, and
reinforcement learning to create innovative Al applications across multiple domains.
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

ROGRAMME OUTCOMES (POs)

A graduate of the Software Engineering Program will demonstrate.

Dept.of CSE(AI&ML)

Engineering knowledge: Apply the knowledge of mathematics, science, engineering

fundamentals, and an engineering specialization to the solution of complex engineering

problems.

Problem analysis: Identify, formulate, review research literature, and analyze complex

engineering problems reaching substantiated conclusions using first principles of

mathematics, Natural sciences and engineering sciences.

Design/development of solutions: Design solutions for complex engineering problems

and design system components or processes that meet the specified needs with appropriate

consideration for the public health and safety, and the cultural, societal, and environmental

considerations.

Conduct investigations of complex problems: Use research-based knowledge and
research methods including design of experiments, analysis and interpretation of data, and
synthesis of the information to provide valid conclusions.

Modern tool usage: Create, select, and apply appropriate techniques, resources, and
modern engineering and IT tools including prediction and modeling to complex

engineering activities with an understanding of the limitations.

The engineer and society: Apply reasoning informed by the contextual knowledge to
assess societal, health, safety, legal and cultural issues and the consequent responsibilities

relevant to the professional engineering practice.

Balaji Institute of Technology& Science
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Environment and sustainability: Understand the impact of the professional engineering
solutions in societal and environmental contexts, and demonstrate the knowledge of, and
need for sustainable development.

Ethics: Apply ethical principles and commit to professional ethics and responsibilities and
norms of the engineering practice.

Individual and team work: Function effectively as an individual, and as a member or
leader in diverse teams, and in multidisciplinary settings.

Communication: Communicate effectively on complex engineering activities with the
engineering community and with society at large, such as, being able to comprehend and
write effective reports and design documentation, make effective presentations, and give
and receive clear instructions.

Project management and finance: Demonstrate knowledge and understanding of the
engineering and management principles and apply these to one’s own work, as a member
and leader in a team, to manage projects and in multidisciplinary environments to manage

projects.

Life-long learning: Recognize the need for, and have the preparation and ability to engage

in independent and life-long learning in the broadest context of technological change.

Balaji Institute of Technology& Science



SYLLABUS COPY
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B.Tech. CE {Software Engineering) Syllabus RZZ-Regulations

BALAJI INSTITUTE OF TECHNOLOGY AND SCIENCE

CAUTOMORMOUS)

22C5427PC: FORMAL LANGUAGES AND AUTOMATA THEORY

B.Tech. Il Year Il Sem. L T P C
P 0 0 3
Prerequisites: MIL
Course Objectives

= To prowide introduction to some of the central ideas of theorstical computer science from the

perspective of formal languages.

= Tomireduce the fundamental concepts of formal languages, grammars and automata theory.

= Classify machines by their power fo recognize languages.

=  Employ finite state machmes to solve problems in computing.

»  Tounderstand deterministic and non-deterministic machines.

»  Tounderstand the differences between decidability and undecidability.

Course Cutcomes
= IUnderstand the concept of abstract machines and their power to recognize the languages.
=  Empiloy finite state machmes for modeling and solving computing problems.
= Design context free grammars for feemal languages.
= Distinguish between decidability and undecidability.

LIMIT -1

Introduction to Finite Automata: Strectural Representations, Automata and Complexity, the Central
Concapts of Autemata Theory — Alphabets, Strings, Languages. Problems.

Mondeterministic Finite Automata: Formal Definition, an appleation. Text Search. Finite Automata
with Epsilon-Transitions.

Deterministic Finite Automata: Definition of OFA, How A DFA Process Simngs, The languespe of DFA,
Conwersion of MFA with €4transitions to NFA without €-fransitions. Conversion of NFA to OFA, Moore
and Melay machines

UHIT - N1

Regular Expressions: Finite Automata and Regular Expressions, Applications of Regular
Expressions, Algebraic Laws for Regular Expressions, Conversion of Fnite Autormata to Regular
Expressions.

Pumpinmg Lemvma for Regular Languages, Stastement of the puemping lemma. Applications of the
Purnping Lemma.

Closwre Properties of Regular Languages: Closure properties of Regular languages, Decision
Properties of Regular Languages, Equivalence and Mmimization of Automata.

LIMIT - [

Context-Free Grammars: Definiton of Context-Free Grammars, Derivations Using a Grammar,
Lefenost and Rightmost Derivations, the Language of 8 Grammar, Sentential Forms, Parse Tress,
Applcations of Context-Fres Grammars., Ambiguity in Grammars and Languages.

Push Down Automata: Definition of the Pushdown Automaton, the Languages of a PDA, Eguivalence
of POW's and CFG's, Accepiance by final state, Acceptance by empty stack, Deterministic Pushdoven
Automata. From CFG to PODA, From PDA to CFG.

LIMIT - v

Mormal Forms for Context- Free Grammars: Eliminating useless symbols, EEminating €-Productions.
Chomsky Mormal form Greibach Nommal form.

Pumping Lemma for Context-Free Languages: Statement of pumping lemma, Applications

Balaji Institute of Technology& Science
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Closure Properties of Context-Free Languages: Closure properies of CFL's, Decision Properies of
CFL's Turing Machines: Introduction to Turing Machine, Formal Description, Instantaneous description,
The language of a Turing machine

UNIT -V

Types of Turing machine: Turing machines and hakting

Undecidability: Undecidability, A Language that is Not Recursively Enumerable, An Undecidable
Problem That is RE, Undecidable Problems about Turing Machines, Recursive languages, Froperties
of recursive |languages, Post's Corespondence Problem, Modified Post Comespondence problem,
Cther Undecidable Problems, Counter machines.

TEXT BOOKS:
1. Introduction to Autemata Theory, Languages, and Computation, 3nd Edition, John E. Hoporoft,
Rajesv Motwani, Jeffrey D. Ullman, Pearson Education.
2. Theory of Computer Science — Automata languages and computation, Mishra and
Chandrashekaran, 2™ edition, PHI.

REFEREMCE BOOK5:

1. Introduction to Languages and The Theaery of Computation, John C Martin, TMH.
Introduction to Computer Theory, Daniel |A. Cohen, John Wiy,
& Text book on Automata Theory, P. K. Srimani, Nasir 5. F. B, Cambridge University Press.
Introduction fo the Theory of Computation, Michael Sipser, 3nd edifion, Cengage Leaming.
Introduction to Formal languages Automats Theory and Computation Kamala Krithivazan,
Rama R, Pearson.

gn B g4 pa
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ACADEMIC CALENDAR FOR B.TECH. II'YEAR FOR THE ACADEMIC YEAR 2024-25

B.Tech II-Year —I Semester

Date y
S.No Description Duration
From To
1 * Spell of instructions 08-07-2024 11-09-2024 10 Weeks
2 First Mid Term Examinations 12-09-2024 14-09-2024 3 days
3 27 Spell of Instructions 16-09-2024 05-10-2024 3 Weeks
4 Dussehra Recess 07-10-2024 12-10-2024 1 week
5 2" Spell of Instructions continuation 14-10-2024 16-11-2024 S Weeks
5 Second Mid Term Examinations 18-11-2024 20-11-2024 3 days
SRR e R oarenl 21-11-2024 30-11-2024 9 days
xaminations
8 End semester Examinations 02-12-2024 14-12-2024 2 Weeks
B.Tech II-Year —II Semester
pEY Date .
S.No Description Duration
From To
1 Commencement of II Semester class work 16-12-2024
2 1st Spell of Instructions 16-12-2024 12-02-2025 9 Weeks
3 First Mid Term Examinations 13-02-2025 15-02-2025 3 days
4 2™ Spell of instructions 17-02-2025 12-04-2025 8 Weeks
5 Second Mid Term Examinations 15-04-2025 17-04-2025 3 days
5 E’e*’a‘.'a“‘f“ Holidays and Practical 18-04-2025 26-04-2025 8 days
xamination
I 7 End Semester Examinations 28-04-2025 10-05-2025 2 Weeks
g LTS
PRINCIPAL /7
Froncipal
Copy to: Baiay Insutute of Tech & Science

LARNEPALLY MNarsampet-S506 331
1. Dean-Academics
2. All Head of the Departments
3. Examination branch
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Importance of the course

. An automaton is a construct that possesses all the indispensable features of a digital
computer.
o It accepts input, produces output, may have some temporary storage and can make

decisions in transforming the input into the output.

o A formal language is an abstraction of the general characteristics o programming
languages.
o Aformallanguageconsistsofasetofsymbolsandsomerulesofformationbywhichthese

symbols can be combined into entities called sentences.

PRE-REQUISITES:
Mathematical Logic
Set Theory

Discrete Mathematics

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science
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Basic Concepts in Computation

Theory of Languages

Course Objectives

. To present the theory of finite automata as the first step towards learning advanced
topics such as compiler design.

. To discuss the applications of finite automata towards text processing.

. To develop an understanding of Regular expressions and context free grammars and
how these concepts are used in lexical analyzer

. To develop an understanding of finite automata through Turing machines.

Course OQutcomes

After completing this course the student will be able to:

C213.1 Design finite automata without output like DFA, NFA, €-NFA and finite automata with output like

Moore and mealy machines and also conversions among them like (NFA to DFA). (Synthesis)

(C213.2 Recognize about regular expressions, pumping lemma for regular languages and closure properties

of regular languages. (Knowledge)

C213.3 Define CFG, derivations (Leftmost &Rightmost)and draw parse trees and gain Knowledge on
Ambiguity in Grammars. (Knowledge)

C213.4 Define and design a PDA for a given CFL. Prove the equivalence of CFG and PDA and their inter-

conversions. (Knowledge)

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science 11



C213.5 Illustrate CFG normal forms, Use pumping lemma to prove that a language is not a CFL

and Define and design TM for a given computation. (Comprehension)

C213.6 Differentiate between decidability and undecidability ,Generalize

universal TMs (Analysis)

Mapping of course outcomes with program outcomes:

Turing Machines into

High-3 Medium-2 Low-1
PO/PSO
/CO PO1 | PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PSO1 | PSO2

C213.1 2 1 2 - - - - - - - - - - -
C213.2 2 - 1 - 1 - - - - - - - 2 -
C213.3 2 1 2 - 1 - - - - - - - 2 -
C214.4 2 - - - - - - - - - - - R i
C213.5 2 1 2 - - - - - - - - - -
C213.6 2 1 - - - - - - - - - - - -

C213 2 1 1.75 - 1 - - - - - - - ) -

Dept.of CSE(AI&ML)
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CO-PO /PSO Mapping Justification

Course:Formal Languages and Automata Theory

PROGRAMME OUTCOMES(POs):

PO1  Engineering knowledge: Apply the knowledge of mathematics, science,
engineering fundamentals, and an engineering specialization to the solution of
complex engineering problems.

PO2 Problemanalysis:Identify, formulate,reviewresearchliterature,andanalysecomplex
engineering problems reaching substantiated conclusions using first principles of
mathematics, natural sciences, and engineering sciences.

PO3 Design/developmentofsolutions:Designsolutionsforcomplexengineeringproblems and
design system components or processes that meet the specified needs with
appropriateconsiderationforthepublichealthandsafety,andthecultural,societal,and
environmentalconsiderations.

PO5 Moderntoolusage:Create,select,andapplyappropriatetechniques, resources,and
modern engineering and IT tools including prediction and modeling to complex
engineering activities with an understanding of the limitations.

PROGRAM SPECIFICOUTCOMES (PSOs):

PSO1 Professional Skills: The ability to implementcomputer programs of varying complexity
In the areas related to web design, cloud computing and networking.

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science 13



C213.1 DesignfiniteautomatawithoutoutputlikeDFA, NFA,€-NF Aandfiniteautomata

WithOutputlikeMooreandmealymachinesandalso conversionsamongthemlike (NFA

to DFA). (Synthesis)

Justification

PO1

Gainknowledgeonfinite automata.(level2)

PO2

Analyseproblemandaccordinglyconstructfiniteautomata.(levell)

PO3

Designsolutionsforengineeringproblemsanddesignsystemcomponentsusingfinite
automata.(level2)

C213.2Recognizeaboutregularexpressions,pumpinglemmaforregularlanguagesand Closure

properties of regular languages. (Knowledge)

Justification

PO1

Gainknowledgeonregularexpressions.(level2)

PO3

Useregularexpressionsconceptinpatternmatching.(levell)

POS

Tocreatelexprogramsuseregular expressions.(levell)

PSO1

InWebdesigning,fortextsearchinguseregularexpressions.(level2)

C213.3DefineCFG,derivations(Leftmost &Rightmost)anddrawparsetreesandgain Knowledge

on Ambiguity in Grammars. (Knowledge)

Justification

PO1

GainknowledgeonCFG,derivationsandparsetrees(level2)

PO2

AnalyseproblemandaccordinglyconstructCFG. (levell)

PO3

UseCFGindesignofparsersincompilerdesignand XML.(level2)

POS5

TocreateY ACC(parsers) useCFG.(levell)

PSO1

Incompiler design(Parsers),webdesigning(XML,DTD)useCFG.(level2)

C213.4Define and designa PDA for a givenCFL. Prove the equivalence of CFG and PDAand

their inter-conversions. (Knowledge).

Justification

PO1

Gainknowledge onpushdownautomata(level2)

C213.5

[llustrateCFGnormalforms,Usepumping lemmatoprovethatalanguageis notaCFL
and Define and design TM fora given computation. (Comprehension)

Justification

PO1

Gain knowledge on CFG normal formsand Turing machines.(level2)

PO2

Analyse problem and accordingly construct Turing machine(levell)

PO3

Design solutions for engineering problems usingTuring machine(level2)

Dept.of CSE(AI&ML)
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C213.6 Differentiate between decidability and undesirability, GeneralizeTuring

Machinesintouniversal TMs(Analysis)

Justification

PO1

Gainknowledgeondecidability,undecidability, universalTMandpost correspondence

problem(level2)

PO2

Analyseproblemandsolveit.(levell)

Dept.of CSE(AI&ML)
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Dept. of Computer Engineering (SE)

CLASS TIME TABLE

AN. 202425 (Il Sem) Reg (R22)

Class: B.Tech I CSW w.ef. 16.12.2024
e 1 2 3 [ 1 1:00-1:40 5 6 7
g 9:30-10:20 | 10:20-11:10 | 11:20-12:10 | 12:10-01:00 1:40 - 02:30 2:30 - 03:20 3:20 - 04:10
- . REAL TIME RESEARCH )

MON SE FLAT SROIECTE : os BEFA DM

TUE FLAT SE LAB N SE DM BEFA
C

WED CRT -VERBAL ABILITY BEFA FLAT i OS LAB
B

THU SE os FLAT BEFA = DM os COUNSELLING
E

FRI os FLAT SE DM A NODE J5 LAB
K

SAT BEFA CRT - TECHNICAL LAB CRI-THEORY L IBRARYISPORTS

SUBJECTS: LABS:

Discrete Mathematics (DM) - Dr.A. Srinivas

Business Economics& Financial Analysis (BEFA) - Mr.B.Kartheek
Operating Systems (0S) - Mr.Bejjam Anil

Formal Languages and Automata Theory (FLAT) : Mr.Murali chirra
Software Engineering (SE) :Prazhanth Vallaboju

Constitution of India (C.I) : Mr. M Adinarayana

Operating Svstems Lab : Mr.Bejjam Anil

Software Engineering Lab :Prashanth Vallaboju.Dumpala suman
Node Js Lab : Mr.M. Amarnath

RealTimeResearch Project Lab :Choppadandi Rahulteja Mahesh Up
CRT / SDP:

Techmical-Theory &Lab : Mr.D.Venu

Venue: T&P Lah

Verbal Ability : Mr.N.MahaTeja

Venue: Main Seminar Hall

Time Table Co-ordinator Head, Dept. of CE(SE) Dean-Academics Principal
Personal time table
Mr.ChMurali TOTAL-14
1 2 3 4 5 6 7
DAY
030 - 1020 | 10:20- 1120 | 11:220-12:10 | 12:10-01:00 L 1:40 - 0230 | 2:30-03220 | 3:20-04:10
MON U MCSW-FLAT
N
TUE MCSW-ML LAB c
WED | mcsw-FLAT H
= B
THU 5
FRI IICEW-CH LAE E ICSW-FLAT
SAT | DCsWFLAT ICSW-DS LAB A

Dept.of CSE(AI&ML)
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Method of teaching, Chalk and talk/ppts/NPTEL lectures/cd/innovative teaching method, etc.

1. Chalk and Talk (Traditional Method)

e Pros: Simple, direct interaction with students, flexible for impromptu explanations, and
allows for personalization of teaching pace.
e How to Improve It for Flat Subjects:

o Use Visuals: Draw diagrams and flowcharts to illustrate concepts like state diagrams
for automata, parsing trees for grammars, etc.

o Relate to Real-World Applications: Try to link abstract concepts to real-life
examples or simple computing problems, such as search engines (regular expressions)
or programming language compilers (context-free grammars).

o Interactive Discussions: Engage students by asking questions or encouraging them
to explain concepts as they are learning.

2. PowerPoint Presentations (PPTs)

e Pros: Can include diagrams, bullet points, videos, and other visuals that make abstract
concepts clearer.
e How to Improve It:
o Clear Visuals: Use animations to show how automata change states, or how a string
is parsed by a context-free grammar.
o Step-by-Step Breakdown: Break complex problems into simple steps. For instance,
show the process of evaluating a regular expression using a DFA or constructing a
CFG.
o Interactive Slides: Include quiz questions or polls during the presentation to check
comprehension (e.g., "What happens when this NFA receives input X?").

3. NPTEL (National Programme on Technology Enhanced Learning) Lectures

e Pros: High-quality, well-structured content from experts in the field. Self-paced learning is
possible.
e How to Improve It:
o Flipped Classroom Approach: Assign NPTEL lectures as homework and then
spend class time discussing the most challenging concepts from those lectures.
o Active Discussion After Viewing: After watching NPTEL videos, have an in-class
discussion or Q&A session to clear doubts.

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science 17



o Supplementary Exercises: Use practice problems, coding exercises, or simulation
tools related to the NPTEL content to enhance learning.

4. Innovative Teaching Methods

e Gamification: Create challenges or games that involve solving automata problems or
language problems. For example, students could "race" against time to design a DFA or
NFA for a given language.

o Hands-on Software Tools:

o JFLAP: A great tool for simulating automata, Turing machines, and grammars.
Have students experiment with designing automata or proving languages are regular
or context-free using JFLAP.

o Automata-based Programming: Use coding assignments where students
implement automata algorithms or grammars in their favorite programming language
(e.g., writing a program to simulate a DFA or NFA).

e Role Play: For complex concepts, have students "become" the automata, grammars, or
machines, physically walking through transitions to help visualize concepts like state
changes in a DFA or parsing a string using a CFG.

o Concept Maps: Encourage students to create mind maps or concept maps for topics like
finite automata, regular expressions, context-free grammars, etc., which show the
connections between different concepts.

5. Flipped Classroom

e How It Works: The idea is that students learn the basic concepts outside of class (via
readings, videos, or online resources like NPTEL), and class time is used for active
problem-solving and discussions.

e« How to Apply:

o Provide short introductory videos or readings on the topic of the day.

o In class, engage students in solving problems related to the topic, discuss real-world
applications, and troubleshoot any confusions.

o Incorporate peer discussions and group work to help students collaborate on complex
problems.

6. Interactive Online Learning Platforms

e Tools: Platforms like Khan Academy, Coursera, Udacity, or edX can provide online
resources, interactive exercises, and quizzes that allow students to learn at their own pace.

o Benefits: Students can revisit tough topics, complete interactive quizzes, and engage with a
variety of resources such as animations, simulations, and hands-on coding exercises.

7. Project-Based Learning

e Approach: Assign a project that requires students to apply what they've learned to real-
world problems, such as creating a simple compiler or developing a software tool that
recognizes regular languages or simulates a Turing machine.

e How to Implement:

o Divide students into teams and assign them a problem or project that involves
multiple concepts (e.g., developing a finite automaton to recognize a specific
language).

o Provide periodic feedback and encourage collaboration.

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science 18



o Have students present their projects at the end of the semester, explaining their
approach and solutions.

8. Collaborative Learning (Peer Learning)

e Group Work: Organize students into groups to discuss difficult topics (e.g., design an
automaton for a particular language or prove a language is context-free).

e Peer Teaching: Encourage students who grasp concepts faster to explain them to their peers
in simple terms.

e Study Groups: Organize informal study groups where students can work together to solve
problems, learn from each other, and get support from the teacher when necessary.

9. Use of Animation/Visualization Tools

e Simulations of Automata: Tools like JFLAP or web-based simulators can show state
transitions in real-time, which helps students visualize the concepts they are learning.

e Automata in Action: Use animations or video clips that demonstrate how finite state
machines process input strings, or how context-free grammars generate languages.

10. Incorporating Coding
e Code along: Students can write code to implement finite automata, Turing machines, or
parsers in various programming languages (e.g., Python, Java, or C++).

e Project Examples: Have them write simple regex parsers, or create a language recognizer
using finite automata, to give practical exposure to theoretical concepts.
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UNIT- I Introduction to Finite Automata: (No. of Lectures — 15)

Topics Topic
(as per syllabus) Subtopics Lect. | Scheduled Delivered REMARKS
No. Date
Date
About Subject & Guide 16/12/24
lines to
Vision, Mission, CO’s of | L1 19.12.24 18/12/24
Structural subject task
Representations Text & Reference Books wark<han
Representation of Finite
Automata L2 201224
Transition Table b)
Transition Diagram
Automata and Automata and | 13 | 231224
Complexity Complexity
Alphabets
the Central Strings L4
Concepts Of La nguages 24 1224
Automata Theory
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L10
o Automatfa and 06.01.25
Complexity
e Definition of DFA
° Hoyv A DFA Process| LI11 07.01.25
Strings
e The language of DFA
Deterministic e Conversion of NFA with
Finite Automata: €-transitions to NFA| LI12 08.01.25
without €-transitions
e Conversion of NFA to L13 09.01.25
DFA
e Moore machines L14 10.01.25
e Melay Machines L15 | 12.01.25
UNIT II: Regular Expressions (No. of Lectures — 13)
Topics . Lect. | Scheduled Topic
. REMARKS
(as per syllabus) Subtopics No. Date Delivered Date
e Finite Automata' and L16 17.01.25
Regular Expressions,
o Appl|ca'F|ons of Regular L17 20.01.25
Expressions
Regular e Algebraic Laws for L18 21.01.25
E . Regular Expressions
xXpressions
e Conversion of Finite
Automata to Regular L19 22.01.25
Expressions
° Example':s on Regular 120 23.01.25
Expressions
‘ o Statement of the 121 27.01.25
Pumping Lemma pumping lemma
for Regular e Applications of the 122 28.01.25
Languages Pumpbing lemma
e Examples on pumping L23 29.01.25
e Closure properties of 124 30.01.25
Regular languages
e Decision Properties of L5 31.01.25
Regular Languages
Closure .
Properties of e Equivalence of 126 03.02.25
Regular Automata T
Languages e Minimization of 127 04.02.25
Automata
e Exampleson
Minimization of L28 05.02.25
Automata
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UNIT III Context Free Grammar: (No. of Lectures — 14)

. Topic
Topics Subtopics Lect. | Scheduled Delivlzere d | REMARKS
(as per syllabus) No. Date Date
e Definition of Context- 129 06.02.25
Free Grammars o
e Examples of Context- 130 07.02.25
Free Grammars
Context-Free - ;
Grammars * DervationsUsinga 1731 | 08.02.25
Grammar
e Exampleson
Derivations Using a L32 10.02.25
Grammar
e Applications of Regular 133 11.02.25
Expressions T
e Review of Theory
Review of Questions
Syllabus & e Review of Objective L34 12.02.05
Planning Questions o
Mid I) e Planfor Mid | Exam

Tips to get good marks

MID Schedule: (13.02.2025 to 15.02.2025)

Mid I Exam (FLAT) :

Leftmost and
Rightmost Derivations

L35

18.02.25

Context Free
Grammar

the Language of a
Grammar
Sentential Forms

L36

19.02.25

Applications of
Context Free

Parse Tress
Applications of
Context-Free
Grammars

L37

21.02.25

Grammar °

Ambiguity in
Grammars and
Languages

L38

24.02.25

Definition of the
Pushdown Automaton

L39

25.02.25

Push Down
Automata

Equivalence of PDA's
and CFG's, Acceptance
by final state
Acceptance by empty
stack

L40

27.02.25

Deterministic
Pushdown Automata
From CFG to PDA

L41

28.02.25
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From PDA to CFG.

L42 03.03.25
UNIT - IV Turing machine(No of Lectures : 10)
Topic
Topics Subtopics Lect. | Scheduled Delivered No. of
(as per syllabus) P No. Date Date absentees
e Eliminating useless
bol L43 ]04.03.25
Normal Forms sy'm : o S'
for Context- Free | ® Ellmlnat.mg €- L4 | 05.0325
Grammars Productions
e Chomsky Normal form. | L45 | 06.03.25
Normal Forms e Griebech Normal form. | L46 | 07.03.25
e Statement of pumping
Pumping Lemma lemma
for Context-Free |[e Applications L47 | 10.03.25
Languages e Examples on Pumping
Lemma
Closure e Closure properties of
Properties of CFL’s,
L48 | 12.03.25
Context-Free e Decision Properties of
Languages CFL's examples
Closure
Properties of e Related problems on
Context-Free CFL 149 114.03.25
Languages
e Introduction to Turing
Machine
Turing Machines | ¢ Formal Description L50 | 17.03.25
e Instantaneous
description
Turing Machines e Examples L51 |18.03.25
e Thelanguage of a
Overview Turlng machine L52 19.03.25
e Overview of complete
IV Unit
UNIT — V: (No. of Lectures — 14)
Topic
Topics Subtopics Lect. | Scheduled Delivered No. of
(as per syllabus) P No. Date Date absentees
. e Turing machines
Types of Turing e Halting problem L53 20.03.25
machine
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e Undecidability L54 |21.03.25
o A Langgage that is Not 155 | 24.0325
Recursively Enumerable
e An Undecidable
Problem That is RE L36 [25.03.25
e Undecidable Problems
about Turing Machines L57°126.03.25
e Recursive languages L58 |27.03.25
o e Properties of recursive 159 | 280325
Undecidability languages
e Post's Correspondence 160 | 02.04.25
Problem
e Modified PCP L61 |03.04.25
Examples for Post 162 | 04.04.25
correspondence problems
Undecidable problems 163 | 07.04.25
e Other Undecidable L64 | 08.04.25
Problems
e Counter machines L65 |10.04.25
e Review of Theory
Review of Questions
Syllabus & e Review of Objective
Planning (Mid Questions L66 [ 11.04.25
II) e Plan for Mid Il Exam
e Tips to get good marks

Day of Last Day of 2"? Spell of Instruction 12.04.2025

MID II Schedule: (15.04.2025 To 17.04.2025)
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LECTURE NOTES

UNIT-1

After going through this chapter, you should be able to unaerstana :

o Alphabets, Strings and Languages
» Mathematical Induction

o Finite Automata

« Equivalence of NFAand DFA

o NFAwith ¢ - moves
1.1 ALPHABETS, STRINGS & LANGUAGES
Alphabet
Analphabet, denoted by 5 ,isa finite and nonempty set of symbols.

Example:
. If 3 is an alphabet containing all the 26 characters used in English language, then

y. is finite and nonempty set,and Z = {a, b,c, ...., z}.
2. X ={0,1} isanalphabet.
. ¥ ={1,2,3,.} isnotanalphabetbecauseitisinfinite.
4, 7 ={} isnotanalphabet because it is empty.

—

String
A string is a finite sequence of symbols from some alphabet.
Example :

"xyz" isastring over an alphabet I = {a,b,¢,..., 2} . Theempty stringor null string is

denoted by e.
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Prefix of a string

A string obtained by removing zero or more trailing symbols is called prefix. For example, ifa
Stl'i[lg w = abc ,then a,ab ,abc arepreﬁxesofw.

Suffix of a string

A string obtained by removing zero or more leading symbols is called suffix. For example, ifa
String w = abc ,then ¢, bc,abe are suffixesof w.
Asstring a is a proper prefix or suffix of a string w ifandonlyif g # w .

Substrings of a string

A string obtained by removing a prefix and a suffix from string y is called substring of w . For
example, ifastring w = abe ,then p is asubstring of w. Every prefix and suffix of string y is
asubstring of w , but not every substring of yy is a prefix or suffix of w . Forevery string w, both
w and ¢ are prefixes, suffixes, and substrings of w.

Substring of w =w - (one prefix)~-(one suffix).

Language

A Language L over 3, is a subset of ', i. e, it is a collection of strings over the
alphabet 5. ¢ ,and {c} are languages. The language ¢ is undefined as similar to infinity and
{¢} issimilar to an empty box i.e. a language without any string,

Example:

1. L, ={01,0011,000111 } isalanguage over alphabet {0,1}
2. L,={e,0,00,000,..} isalanguageoveralphabet {0}

3. L, ={0""2" :n>1} isalanguage.
Kleene Closure of a Language

Let 7 bealanguage over some alphabet 3, . Then Kleene closure of [, is denoted by , * and
itis also known as reflexive transitive closure, and defined as follows :
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L* = {Set of all words over L}
= {word of length zero, words of length one, words of length two, ...}

-UeH=1rululu..

K=0
Example:

1. Z={a,b} andalanguage 1 over y.Then
F=r'ulluu...
=1
L' ={a,b},

I* = {aa,ab,ba,bb} and soon.
So, L*={e,a,b,aa,ab,ba,bb..}
2. § ={0}, then §* = {¢,0,00,000 ,0000 ,00000 ,....}

Positive Closure

If 3. isanalphabet then positive closure of 5 is denoted by 5+ and defined as follows:
5t = 3" - {g = {Set of all words over I excluding empty string €}
Example :
if £ = {0},then £* = {0,00,000 ,0000 ,00000 ..}

1.2 MATHEMATICAL INDUCTION

Based on general observations specific truths can be identified by reasoning, This principle is
called mathematical induction. The proof by mathematical induction involves four steps.

Basis : Thisisthestarting point for aninduction. Here, prove that the result is true for somen=0or 1.
Induction Hypothesis : Here, assume that the result is true forn =k
Induction step : Prove that the result is true for somen=k+1.

Proof of induction step : Actual proof.
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1.3 FINITE AUTOMATA (FA)

A finite automata consists of a finite memory called input tape, a finite- nonempty set of states, an
input alphabet, aread - only head , a transition function which defines the change of configuration,
an inifial state, and a finite - non empty set of final states.

A model of finite automata is shown in figure 1.1.

v § je— Input Tape

1\*—- Reading Head

Finite Control

FIGURE 1.1 : Model of Finite Automata

The input tape is divided into cells and each cell contains one symbol from the input alphabet.
The symbol 'y is used at the leftmost cell and the symbol '$'is used at the rightmost cell to

indicate the beginning and end of the input tape. The head reads one symbol on the input tape
and finite control controls the next configuration, The head canread cither from left - to - right or
right - to -left one cell at a time. The head can't write and can't move backward. So, FA can'
remember its previous read symbols, This is the major limitation of FA.

Deterministic Finite Automata (DFA )

A deterministic finite automata M can be described by 5-tuple (Q, £, 8, g, ) , where

1. Qis finite, nonempty set of states,

2.y isaninputalphabet,

3. § istransition function whichmaps QxZ - Q i.e. thehead reads asymbolinits present
state and moves into next state.

4. q, €Q,knownasinitial state

5. FcQ,knownassetof final states.
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Non - deterministic Finite Automata (NFA)

A non - deterministic finite automata M can be described by 5 - tuple (Q, £, 8, q,, F), where

1 Qis finite, nonempty sef of states,

2. 'y isaninputalphabet,

3. & istransition function whichmaps Q x X —» 2° i.e., the headreads a symbol inits present
state and moves into the set of next state (s) . 22 is power setof Q,

4. q, €Q,knownasinitial state ,and

5. FcQ,known as set of final states.

The difference between a DFA and a NFA is only in transition function. In DFA, transition
function maps on at most one state and in NFA transition function maps on at least one state for
avalid input symbol.

States of the FA

FAhas following states :

I. Initial state : Initial state is anunique state ; from this state the processing starts.

2. Final states : These are special states in which if execution of input string is ended then
execution is known as successful otherwise unsuccessful.

3. Non-final states : All states except final states are known as non - final states.

4. Hang-states : These are the states, which are not included into Q, and after reaching these
states FA sits in idle situation. These have no outgoing edge. These states are generally

denoted by ¢ . For example, consider a FA shown in figurel 2.

FIGURE 1.2 : Finite Automata

g, istheinitial state, q,, g, are final states, and ¢ is the hang state.

Dept.of CSE(AI&ML) Balaji Institute of Technology& Science 29



Notations used for representing FA

We represent a FA by describing all the five - terms (Q, Z, §, g, F). By using diagram to

represent FA make things much clearer and readable. We use following notations for representing
the FA:

I. Theinitial state is represented by a state within a circle and an arrow entering into circle as
shown below :
(nitial state g, )

2, Final state is represented by final state within double circles :

(Final state g, )

3. Thehang state is represented by the symbol '¢' within a circle as follows:

4, Other states are represented by the state name within a circle.
5. Adirected edge with label shows the transition (or move). Suppose p is the present state
and q is the next state on input - symbol 'a', then this is represented by

6. A directed edge with more than one label shows the transitions (or moves). Suppose p is the
present state and q is the next state on input - symbols 'a," or ‘a," or...or 'a," thenthisis

represented by (P)— =t 9

Transition Functions
We have two types of transition functions depending on the number of arguments.

Transition Function
Direct /\ Indirect
( Represented by §) (Represented by §')
Direct transition Function (5)

When the input is a symbol, transition function is known as direct transition function.
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Example : §(p,a) = q ( Where p s present state and q is the next state).
Itisalso known as one step transition.

Indirect transition function (5')
When the input is a string, then transition function is known as indirect transition function.
Example : &'(p,w)=¢q, where p is the present state and q is the next state after | w |

transitions. It is also known as one step or more than one step transition.
Properties of Transition Functions

1. Ifd(p,a)=q,then d (p, ax)=3(q x) andif §' (p, X) = q,then &' (p, xa) =8'(q, a)
2. Fortwostringsxandy; d(p,xy) =6(8(p,x),y) ,and 6'(p.xy) =6'(6'(p.x),y)
Example :1. ADFA M =({g,,4,,9,.9,},{0,1},6,9,.{q,}) isshowninfigurel.3.

FIGURE 1.3 : Deterministic finite automata

Where § is defined as follows :
0 1
= G G Q.
q, G Qs
9, G 9
o G, G

2. ANFAM! =({Qos‘hrqz’Q',r}:{“sl}u5'qu-{qj}) lsshownmﬁgumlfl

0,1

()

FIGURE 1.4 : Non - deterministic finite automata
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3. Transition sequence for the string "011011" is as follows :

One execution ends in hang state ¢ , second ends in non - final state g, , and third ends in final
state ¢, hence string "011011" is accepted by third execution.

Difference between DFA and NFA
Strictly speaking the difference between DFAand NFA lies only in the definition of § . Using this
difference some more points can be derived and can be written as shown :

DFA NFA
1. The DFAis $ - tuple or quintuple The NFA is same as DFA except in the
M =(Q,%,8,q,,F) where definition of §. Here, § is defined as follows::
Qis set of finite states §:0x(XUe) tosubset of ¢
5. is set of input alphabets
§:0xZto Q

g, istheinitial state
Fc Q issetoffinal states

2. There can be zero or one transition | There can be zero, one or more transitions

from a state on an input symbol from a state on an input symbol

3, No e- transitionsexisti.e., there < - transitions can exist i. e., without any input
should not be any transition ora there can be transition from one state to
transitionif existitshouldbeonan | another state.
input symbol

4, Difficult to construct Easy to construct
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The NFA accepts strings a, ab, abbb etc. by using e path between g, and g, we can move
from g, state to g, without readingany input symbol. To accept b first we are moving from g,

to g, reading aand we canjumpto g, state without reading any symbol there we accept band
we are ending with final state so it is accepted.

Equivalence of NFA with ¢ Transitions and NFA without ¢ - Transitions

Theorem :Ifthe language L is accepted by an NFAwith - transitions, then the language L,
is accepted by an NFAwithout e~ transitions.

Proof : Consider an NFA 'N'with e - transitions where N =(Q, Z, 8, ¢,, F)
Constructan NFA N, without - transitions N, =(Q,, Z, 3, g, FY)
where 0, =0 and

P Fuy {qa} if €~ closure(g,) contains a stateof F
v otherwise

and 8, (¢,a) is 3 (g,a) forqinQandain 5.

Consideranon - empty string . To show by induction || that 5, (g,, ) = & (g,,0)
For o =¢, the above statement is not true, Because
81(90,€)={q0} >

while 8(g,,€)=€ ~closure (g,)

Basis :

Start induction with string length one .

i.¢, lo|=1

Then wisasymbol a, and 51(qg,a)=3(qﬂ,a) by definition of 3,.
Induction : |>1
Let ® = xy forsymbolain .
Then 5(90,%7)=6,(8,(40:3).3)
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Calculation of « -closure :

&~ closure of state ( e-closure (q)) defined as it is a set of all vertices p such that there is a
path fromqtop labelled ¢ ( including itself).

Example :
Consider the NFA with e - moves

RO OSROR

e~ closure (¢,)= { 4o, 1 95> 4; }
e~ closure (¢,)={ 4,,9,, 4, }
e~ closure (¢,)={g,, ¢, }

e~ closure (g,)= {g, }

Procedure to convert NFA with - moves to NFA without - moves

Let N=(Q, £,8,g,, F) isaNFAwith e movesthenthereexists N'=(0,¢,8 ,q,,F") without
e MOoves

1. Firstfind - closure of all states in the design.

2. Calculate extended transition function using following conversion formulae.
0 §(g, x)=e- closure (35 (g, ), x))
@  &(q,e)=e - closure(q)

3. F'isasetofall states whose e closure contains a final state in F.

Example 1 : Convert following NFAwith & moves to NFAwithout  moves.

=0

Solution : Transition table for given NFAis

b a b
w'} qa QI
q, b ¢ 4,

0 % b
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() Finding < closure :
e~ closure (g,) = {4}
e~ closure (¢,) = {4g,, 4.}
e~ closure (¢,) = {g,}

(ii) Extended Transition function :
5 a b

g, {9,9:} ¢

¢ {g,}
o {9}

5 (g4, a) =e —closure (5 (3(q,,€)4a))

= e—closure (& (e —closure (q,) , a))
= e—closure (8 (q,, a))

= e—closure (g,)

={41,92 }

§ (44, b) —e ~closure (5(5(qo.€)b))
=e— closure(8( e~ closure (q,), b))
=g~ closure(d (g,, b))
=&~ closure(¢)

=4

8 (g,,a) =€~ cfasure(ﬁ(s (g, €. a))
= e~ closure(d ( - closure(q,), a))
=&~ closure(d (9,5 q,), @)
=e— closure(d (q,, a) V8(q,, a))
=g~ closure ()

=4
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5 (g,, b) = €— closure (8 {5 (q,, ©), b))
= €— closure (8 ( € closure(g,), b))
= €~ closure (8 ((q,,q,), b))
= €— closure (5 (gq,,b) U (q,, b))
= €= closure (g,)

={q,}

8 (q,,a) = €— closure (G(S(qz, €), a))
= €~ closure (8(€~—closure(g,), a))
=€ —closure (d(q,,a))
= e— closure ()
=6
) (g,,b) = e~ closure (& (S (q,, €), b))
= €— closure (0 (e-closure (q,), b))
= e—closure (8 (q,, b))
= €~ closure (q,)

={q,}

(iii) Final states are ¢,, g, because
e— closure (g,) contains final state
€ - closure (g,) contains final state

(iv) NFAwithout € movesis
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2.1 FINITE STATE MACHINES (FSMs)

A finite state machine is similar to finite automata having additional capability of outputs,

Amodel of finite state machine is shown in below figure.

Finite control
Input reading Qutput
head roducing head
vyl | | v E
Input tape Output tape

2.1.1 Description of FSM

FIGURE : Model of FSM

A finite state machine is represented by 6- tuple (0,2,4,6 gy ) s Whete

[ Qisfinite and non - empty set of states,

2.y isinputalphabet,
3. A isoutput alphabet,

FORMALLANGUAGESANDAUTOMATATHEORY
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4. § istransition function which maps present state and input symbol on to the next state or

OxI—0,
5. 3 isthe output function, and
6. ¢,€0Q,isthe initial state .

2.1.2 Representation of FSM

We represent a finite state machine intwo ways ; one is by transition table, and another isby
transition diagram . In transition diagram , edges are labeled with Input/ cutput.

Suppose , in transition table the entry is defined by a function F, so for input q, and state g,
F(g,,a) = (3(q,, a) , Mg,,a,)) (where § is transition function, 3, is output function.)

Example 1 : Consider a finite state machine, which changes 1's into O's and O'sinto 1's
( 1's complement ) as shown in below figure .

Transition diagram :

041

140

FIGURE : Finite state machine

Transition table :
Inputs
0 |
Present Next State (NS) | Output Next State (NS) Output
State(PS)
q q 1 q 0

FORMALLANGUAGESANDAUTOMATATHEORY
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Example 2 : Consider the finite state machine shown in below figure, which outputs the 2's
complement of input binary number reading from least significant bit (LSB).

(00 (9
@ 11
TR

FIGURE : Finite State machine

Suppose, input is 10100, What is the output ?
Solution : The finite state machine reads the input from right side (LSB).

Transition sequence for input 10100 :

Inputs
CeRCE oSN oS FGENG
CNHFRHS-u—-ue
So, the output is 01100.

2.2 MOORE MACHINE

If the output of finite state machine is dependent on present state only, then this model of
finite state machine is known as Moore machine. |

A Moore machine is represented by 6-tuple (Q,%,A, 8, 4,¢,), Where

Q is finite and non-empty set of states,

¥, isinput alphabet,

A isoutput alphabet,

8 is transition function which maps present state and input symbol on to the next state or
gx¥t->g,

A is the output function whichmaps 0 - A, (Present state — Output), and

g, € O, istheinitial state .

$a L B e

Sy L

If Z (1), ¢ (¢) are output and present state respectively at time # then
Z(t) = r(g(t)-
Forinput e (null string), Z (¢) = & (initial state)
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Congider three LSBs of Input
000 (1)
001 (X)
010 (X)
011 (X)
100 (X)

101
A10
ST (X)

101/4 @)
" 310/3@
@)

FIGURE : Moore Machine

o)
=
H

O e OO0 0

Transition diagram :

xjc

24 EQUIVALENCE OF MOORE AND MEALY MACHINES

We can construct equivalent Mealy machine for a Moore machine and vice-versa. Let M, and
M, beequivalent Moore and Mealy machines respectively. The two outputs 7; (w) and 7, ()
are produced by the machines M, and M, respectively for input string w . Then the length of
T, (w) is one greater than the length of Z,(w), ie.

|5 w)| = |5 (w)|+1

The additional length is due to the output produced by initial state of Moore machine. Let output
symbol x is the additional output produced by the initial state of Moore machine, then -
Ii(w) = xT(w). |

FORMALLANGUAGESANDAUTOMATATHEORY
Page40



It means that if we neglect the one initial output produced by the initial state of Moore machine,
then outputs produced by both machines are equivalent. The additional output is produced by
the initial state of (for input ) Moore machine without reading the input. |

Conversion of Moore Machine to Mealy Machine
Theorem :If i, =(Q,%,A,6,4,4,) isaMoore machine then there exists a Mealy machine
M, equivalentto M,. |
Proof : We will discuss proof in two steps.
Step 1 : Construction of equivalent Mealy machine A, ,and
Step 2 : Outputs produced by both machines are equivalent.
Step 1(Construction of equivalent Mealy machine M, )
Let M, =(Q,%,A,8,4',q,) whereall terms 0,2, A, 8, ¢, are same as for Moore machine and
»’ is defined as following :
M (g,a) = 4 (8(g,a) forallg e Qand g ¢ ¥

The first output produced by initial state of Moore machine is neglected and transition
sequences remain unchanged.
Step 2 : If x is the output symbol produced by initial state of Moore machine »,, and
T;(w), T(w) are outputs produced by Moore machine A, and equivalent Mealy machine 4,
respectively forinput string w , then

Ti(w)=xT,(w)
Or Output of Moore machine = x| | Output of Mealy machine
(The notation | | represents concatenation).

If we delete the output symbolx from 7, (w) and supposeitis 7' (w) whichisequivalentto

the output of Mealy machine. So we have,
T, () = T()
Hence, Moore machine M, and Mealy machine M, are equivalent,

Example 1 : Constructa Mealy machine equivalent to Moore machine A, givenin following
transition table.
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3. A remainsunchanged,
4. ) isdefined as follows :
8" (lg,b). a) = [6(g,a), A (g,a)], where § and ), are transition function and output
function of Mealy machine.
5. ) isthe output function of equivalent Moore machine which is dependent on present state
only and defined as follows :
A ([g,8D) = b
6. 4, istheinitial state and defined as [g,,5,], where ¢, is the initial state of Mealy machine and
b, is any arbifrary symbol selected from output alphabet A .
Step 2 : Outputs of Mealy and Moore Machines
Suppose, Mealy machine M, enters states gy, ;,9,,...9, On input a,, a,, as,....q, and
produces outputs by, b,, b, ..., then M, entersthestates [gy, b1, [g;, 5], (95, B, [4,. 5]
and produces outputs &,, 5,, ,, ... b, asdiscussed in Step 1. Hence, outputs produced by both
machines are equivalent.
Therefore, Mealy machine M, and Moore machine M, are equivalent.

Example 1 : Consider the Mealy machine shown in below figure. Construct an equivalent
Moore machine. :

FIGURE : Mealy Machine
Solution : Let M,=(0.2,A8,44,) is a given Mealy machine and
M,=(Q'2,A8" 4 q,") betheequivalent Moore machine,
where

L O c{[9¢:nL[40: ¥} 191,71 0415 ¥),[92.7) (95, ¥1} (Since, 0" € O x A)
2. 3 =1{0,1
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3. 8= {myh
4. g,'=lgey], where g, istheinitial stateand y isthe output symbol of Mealy machine,
5. § isdefinedas following : -

For initial state{g,, ] :
6'([‘?0132])0) = [5(9’0 ,0),,3,((]3 >0)] = [ql ,ﬂ]
6'([g0, y1Y) =16(q0 1A (g0:0] = [42,7]
For state [g,,n] :
8 (g, 7], 0) = [8 (41, 0) A (9, O] = [, )
8'([ g1, n 1) = 18(q11),M(q1.D)I=1q24]
For state [g,, 7] :
5' ([fh'ﬁ n], 0) = [6 (QZ: 0}: 7" (‘h’ 0)] = [QU !1]
8 (g, D) =[8(92: D), A (g2, D] = [, Y]
For state [g;, ¥]
Sr([%a st 0) = [6 (qlao)s;\'(qwe)] = [Qb y]
5 ([g,, ¥1 D) = B(gy, D, A (g0, V] = L4, 1)
For state {g,, ¥] |
&' (IQZr y]a 0) = [a (QZs 0)’ 8 (‘h ?9)] = [QI.s ?I]
8 ({925 ¥1. 1) = [8 (g2, DA (g2, D] = [, ]

(Note : We have considered only those states, which are reachable from initial state)

6. 3 isdefined asfollows:
Algesy1=y
Algsn] =n
Wlgynl=n
Mgyl =
Mgyl =Y
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2.5 EQUIVALENCE OF FSMs

Two finite machines are said to be equivalent if and only if every input sequence yields identical
output sequence.

Exampile :
Consider the FSM A, shown in figure (2) and FSM. M, shown in figure (b).

w o L

Figure (b)

Are these two FSMs equivalent 7
Solution :

We check this. Consider the input strings and corresponding outputs as given following ;

input string Cutput by #, Output by A,
(1) 01 00 00

{2) 010 001 001
(3)0101 0011 0011
(4) 1000 - 0111 0111
(5) 10001 01111 01111

Now, we come to this conclusion that for each input sequence, outputs produced by both machines
are identical. So, these machines are equivalent. In other words, both machines do the same
task. But, A/, hastwo states and A7, has four states. So, some states of M, are doing the same
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task . e., producing identical outputs on certain input, Such states are known as equivalent states
and require extra resources when implemented.
Thus, our goal is to find the simplest and equivalent FSM with minimum number of states.

2.51 FSMMinimization

We minimize a FSM using the following method, which finds the equivalent states, and merges
these info one state and finally construct the equivalent FSM by minimizing the number of states.

Method : Initially we assume that all pairs (g,,¢,) over states are non - equivalent states
Step 1 : Construct the transition table.

Step 2 : Repeat for each pair of non - equivalent states (gg,,) :
(@ Do g, and g, produce same output ?
(b) Do g, and g, reachthe same states for each input a € 27
(¢)  Ifanswers of (a) and (b) are YES, then ¢, and ¢,are equivalent states and
merge these two states into one state [q,,¢,] and replace the all occurrences of
g, and g, by [g,.q;] and mark these equivalent states.

Step 3 : Check the all - present states, if any redundancy is found, remove that,

Step 4 : Exit.
Example 1 : Consider the following transition table for FSM. Construct minimum state FSM.
Inputs
- 0 1
Present Next State Next State
State(PS) (NS) (NS) Output
q, 18 Qt 0 '
q, q, 9, 1
g, 4, d 1
g, a 4, 1
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After going through this chapter, you should be able to understand :

Reqgular sets and Reqular Expressions
Identity Rules Unit-II
Constructing FAfor a given REs

Conversion of FAto REs
Pumping Lemma of Regular sets

Closure properties of Regular sefs

3.1 REGULAR SETS

A special class of sets of words over S, called regular sets, is defined recursively as follows.
(Kleene provesthat any set recognized by an FSM s regular. Conversely, every regular set can
berecognized by some FSM.)

. Every finite set of words over 8 including ¢, theempty set )is aregular sel,

2, 1f Aand B are regular sefs over S, then 4, p and AB are also regular.

3. HSisarepularsetover$, thenso is its closure S¥,

4. Nosetisregularunless it s obtained bya finite number of applications of definitions (1)to (3).

1.8, the class of regular sets over S 1s the smallest class containing all finite sets of words over §
and closed under union, concatenation and star operation.

Examples:

) Let £={a,b}then the set of strings that contain both odd number of a's and b's is a
regular set.

) Let £ = {0,1} then the setof strings {0110} isaregular set.
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3.2 REGULAR EXPRESSIONS

The languages accepted by FA are regular languages and these languages are easily described
by simple expressions called regular expressions. We have some algebraic notations to represent

the regular expressions.

Regular expressions are means to represent certain sets of strings in some algebraic
manner and regular expressions describe the language accepied by FA.

If  isanalphabet then regular expression(s) over this can be described by following rules.
1. Any symbol from E.& and ¢ areregular expressions.

If r, and r, are two regular expressions then union of these represented as r, W r, 01
# + r, isalsoaregular expression
If , and r, are two regular expressions then concatenation of these represented as rr, 1
also aregular expression.

. The Kleene closure of a regular expression r isdenoted by » * isalsoaregular expression,
Ifr is aregular expression then (r) is alsoaregular expression.
The regular expressions obtained by applying rules 1 to 5 once or more than once are also
regular expressions.

Examples :

(1) If £ = {a,b},then

(a) aisaregularexpression {(Usingrule 1)

(b} bisaregular expression (Usingrule 1)

(€) g + b isaregular expression (Using rule 2)

(d) »+* isaregular expression (Using rule 4)

(€) gp isaregular expression (Usingrule 3)

(B ab + b+ isaregularexpression (Using rule 6)

(2) Find regular expression for the following

(a) A language consists of all the words over {a, b} endingin .

(b) A language consists of all the words over {a, b} endingin pp.

(c) A language consists of all the words over {a, b} starting with gand ending in b.
(d) A language consists of all the words over {a, b} having pp asasubstring.

(¢) A language consists ofall the words over {a, b} ending in aab.

Solution : Let E={a, b}, and

Allthewords over £ = {e a, b, aa,bb,ab,ba,aaa,.....} = L *or(a+b) * or (a1 b} *
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=({ea,b,aa,bb,...} )*

= {e a, b, aa, bb, ab, ba, aca, bbb, abb, baa, aabh, ...}
= {All the words over {4, 5} }

=(a+h)*

S0, (a* +5*)* = (a + b) *
3.3 IDENTITIES FOR REs

The two regular expressions P and () are equivalent ( denoted as P = Q ) if and only if P
represents the same set of strings as Q does, For showing this equivalence of regular expressions
we need to show some identities of regular expressions.

Let P, Q and R are regular expressions then the identity rules are as given below
L. eR=Re=R

g =g Eismﬂlstfing

(#) =€ ¢ isempty string.

oR=Rp=4

b+=R=R

R+R=R

RR*=R*R=R'

(R) =K

e+RR' =R

0. | (P+0)R=PR+0R

11. (P+Q) =(P'Q)=(P'+Q)

12. R'(e+R)=(e+R)R" = R’

2
¥
4.
3.
6.
1.
8.
9.
1

13. (R+e) =R’

14, gtk =R

15. (PQ)' P=P(QP)
16. RR+R=RR

3.3.1 Equivalence of two REs

Let us see one important theorem named Arden's Theorem which helps in checking the
equivalence of two regular expressions.
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Arden's Theorem : Let P and Q be the two regular expressions over the input set 5; . The
regular expression R is given as

R=0+RP
Which has aunique solutionas & = 0P

Proof : Let, P and () are two regular expressions over the input siring ¥ .
IfP does not contain ¢ then there exists R such that
R=Q+RP A

We will replace R by QP* in equation 1.
Consider R. H. 8. of equation 1.

=0+QP'P

=0(e +P'P)

=QP' - etR'R=R
Ths R=QF'
is proved. To prove that R = QP"is a unique solution, we will now replace L.H.S. of equation 1
by Q + RP. Then it becomes

Q+RP

But again R can be replaced by Q + RE.
- Q+RP=Q+(Q+RP)P

=({J+0P+RF
Again replace R by Q + RP.

=0+ 0P +(0+RP) P

=0+QP+ 0P + RP’
Thus if we go on replacing R by Q + RP then we get,

O+RP=0+0P+QP'+....+0P' + RP"

=Q(e+P+ P 4+ .. P)+ RP

From equation 1,
R=0le+P+ P +. ..+ P'y+ RP™

Where i=0
Consider equation 2,

R=0le+P+ P+ v Py + RE™
N

X R=QPF +RP"
Let whe a string of lengthi.
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={€,0,00,1,11,111,01,10,........}
={ g,any combination of 0's, any combination of 1's, any combination of
Dand 1 }
Henee, L.H. 8. =R. H.S. is proved.

3.4 RELATIONSHIP BETWEEN FAAND RE

There sa close relationship betweena finite automata and the regular expression we can show
this relation in below figure.

S
Canbe Regular Can be

Converted expression converted to

Deterministic NFAwith
fimite £ Moves
automata

Can be Canbe
converted converted to
NEA without

£ moves i

FIGURE : Relationship between FA and regular expression
The above figure shows that it is convenient to convert the regular expressionto NFAwith e
moves. Let us see the theorem based on this conversion.

3.5 CONSTRUCTING FA FOR A GIVEN REs
Theorem :If  bearegular expression then there exists a NFAwith ¢ - moves, which accepls L{r).
Proof : First we will discuss the construction of NFA 7 with & -moves for regular expression
r and then we prove that L(M) = L(r).

Let » be the regular expression over the alphabet 5.

Construction of NFA with ¢ - moves
Case1:

W r=20
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NFA M = (fs, £}, ( },s, {f}) as shownin Figure! (a)
6 (No path from initial state s to
5
U reach the final state f7)

Figure 1 (a)

@ r=¢

NFA M = ({s},{ 1,8, 5 {s}) as shown in Figure 1 (b)

@ (The initial state s s the final state)

Figure 1 (b)
(i) » = a,foralla €2,
NFA M = ({s, £}, £,8,5{/))
(One path is there from initial state s

to reach the final state fwith label a.)
Figure 1 (c)

Case2: |r|z1

Let r; and r, be the two regular expressions over £, £, and ¥, and N, are two NFA for
r, and r, respectively as shown in Figure 2 (a).

Figure 2 (a) NFAfor regular expression » and r,
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Now let us compute for final state, which denotes the regular expression.
r: will be computed, because there are total 2 states and final state is ¢, whose start state is g,..
ri= e P o o)
=MsMe=)+0
=0+0
r! =0 which isa final regular expression.

3.6.1 Arden's Method for Converting DFAto RE

As we have seen the Arden's theorem is useful for checking the equivalence of two regular
expressions, we will also see its use in conversion of DFA to RE.

Following algorithm is used to build the t. e. from given DFA.

. Let g, bethe inifial state.
. Thereareq,, q,.45,qs g, umber of states.The final state may be some g, where j<n.
. Let o, represents the transition from g, t0 g,.
. Calculate g, such that
g, =04,
If g, is astart state
g, =a;4,+€
5. Similarly compute the final state which ultimately gives the regular expression r.

Example 1 : Construct RE for the given DFA.

Solution :

Since there is only one state in the finite automata let us solve for g, only.
- qu=9gp0+qolte
gy =qo(0+D+e
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Example 3 : Construct RE for the DFA given in below figure.

Solution : Letus see the equations
g =ql+q, 0+
4 = o0
g, =yl
g3 =3, 0+4;1+g:(0+1)

Letus solve g, first,
go = g1 +g,0+€
g = 4,01+ gy10+-€
gy = qp(01+10)+ = “R=Q+RP
g, =€ {01+10)* s OP* where
gy =(01+10)* R=gy0=¢,P=(01+10)

Thus the regular expression will be
F=(01+10)*

Since g, is a final state, we are interested in g, only.

Example 4 : Find out the regular expression from given DFA.
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Example 8 : Show that the language L ={a' b"|i >0} is not regular.

Solution : The set of strings accepted by language L is,
L = {abb, aabbbb, aaabbbbbb, aaaabbbbbbbb...}

Applying Pumping lemma for any of the strings above.

Take the string abb.

It is of the form wvw.

Where, |uv |<i|v]z]
To find i such that wv'we L
Take1=2 here, then
w'w=a(bb)b

= abbb
Hence wv'w=abbb ¢ L

Since abbb is not present in the strings of L.
~. Lisnot regular.

Example 9 : Show that L = {0'|n is a perfect square } is not regular.

Solution :
Step 1 : Let Lis regular by Pumping lemma. Let n be number of states of FA accepting L.

Step2: Let ;=0 then |zj=mz2.
Therefore, we can write z=uvw; Where [wwisn|vz1.
Take any string of the language L= { 00, 0000, 000000..... }
Take 0000 as string, here u=0,v=0, w=00to find i such that w'w¢ L.
Take i = 2 here, then
w'w= 0(0) 00

= 00000
This string 00000 is not present in strings of language L. S0 uv'wg L.

- Itis a contradiction.

3.9 PROPERTIES OF REGULAR SETS
Regular sets are closed under following properties.

1. Union
2. Concatenation
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Kleene Closure
Complementation
Transpose
Intersection

Union : If R, and R, are two regular sets, then union of these denoted by R, + R, or

R, R, isalso aregular set.

Proof : Let R and R, be recognized by NFA N, and ¥, respectively as shown in
Figurel{a)and Figurel(b).

FIGURE 1(b) NFA for regular set R,
We construct a new NFA N based on union of N, and N, asshown in Figure 1 (¢)

FIGURE 1(c) NFAfor N, + N,
Now,
L(N) = e L(N;) € + e I{N,) €
=eRje + eR,e
=R+ R,
Since, Nis FA, hence L(N) isaregular set (language). Therefore, R, + R, isaregular set.
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2. Concatenation: If R and R, are two regular sets, then concatenation of these denoted

by R,R, isalso aregular set.
Proof : Let R and R, be recognized by NFA m, and N, respectively as shown in
Figure 2(a) and Figure 2(b).

FIGURE 2{b) NFA for regular set R,
We construct anew NFA N based on concatenation of N, and N, asshownin Figure2(c).

FIGURE 2(c) NFA for regular set R R,
Now,
L(N) = Regular setaccepted by N, followed by regular set accepted by N, = RR,
Since, L(N) isaregular set, hence R,R, is alsoa regular set.

Kleene Closure : If Risaregular set, then Kleene closure of this denoted by R*isalso
aregular set.

Proof : Let R isaccepted by NFA n shownin Figure 3(a).

FIGURE 3(a) NFA for regular set R
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We construct a new NFA based on NFA N as shown in Figure 3(b).

FIGURE 3(b) NFA for regular expression for R’
Now,

LiN}={e,R, RR,RRR ..}
i

Since, L(N) is aregular set, therefore R* isaregular set,

Complement : If g is a regular set on some alphabet 3, then complement of g is

denotedby ° - R or 7 isalso aregular set.
Proof : Let g be accepted by NFA N = (0Q.,£,8,5,F). It means, L(N)=R.
N is shown in Figure 4(a).

FIGURE 4(a) NFA for regular set R
We construct a new NFA ' based on py as follows
(a) Change all final states to non-final states.

(b) Change all non-final states to final states.
n'is shown in Figure 4(b)

FIGURE 4 (b) NFA
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Now,

L{N"y= {All the words which are not accepted by NFA N}

= { All the rejected words by NFA N}

=L -R

Since, L(N") isaregular set, therefore (£° — R) isaregular set.

. Transpose : If Ris aregular set, then the transpose denoted by g7, is also aregular set.
Proof : Let g beaccepted by NFA N = (Q.Z.6 ,5,F ) asshown inFigure 5(a).

FIGURE 5 (a) NFA N for regular set R

If w isawordin g, then transpose (reverse) is denoted by 7 .
Let w = ¢14a,...a,
Then w' =a,a, ;...

We construct anew N+ basedon p using following rules :

() Change the all final states into non-final states and merge all these into one state and make it

(b) Change initial state to final state.
(c) Reverse the direction of all edges.
A is shown in FigureS5 (b)

FIGURE 5(b) NFA N'for regular set g’
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Let w = aya,...a, beawordin p,then it is recognized by p and

w' =a,a,_,..a, istecognizedby n asshown in Figures (b)
In general, we say that if a word w in R is accepted by p,and then y+ accepts 7.

Since, L(N") is aregular set containing all w? sitmeans, L(N')= R".

Thus, R" isaregular set,

Intersection : if R and R, are two regular sets over 3, then intersection of these
denoted by R, n R, isalsoa regular set.

Proof : By De Morgan's law for two sets 4 and B over R,
AN B=R*—((R*-4)U (R*-B))

SO, R, A Ry =E*—((E*—R)U(E*—R,))

Let R, =(2*-R,) and R, =(Z*-R,)

So, R, and R, are regular sets as these are complement of R and R,.

Let R, =R, W R,

So, R isaregular set because it is the union of two regular sets R, and R,.
Let R, =L *-R,

So, R; isaregular set because it is the complement of regular set R,.
Therefore, intersection of two regular sets is also regular set.

FORMAL LANGUAGES AND AUTOMATA THEORY




FORMAL LANGUAGES AND AUTOMATA THEORY




REGULAR GRAMMARS

e e e A

After going through this chapter, you should be able to understand :

« RegularGrammar
« Equivalence between Regular Grammar and FA
« [Interconversion

4.1 REGULAR GRAMMAR

Definition : The grammar G=(V, T, P, 8 is said to be regular grammar iff the grammar is
right inear or left linear.
A grammar G is said fo be right linear if all the productions are of the form
A->wB and/or A —w where 4, Be¥ and 4, o 7.

Agrammar G is said to be left linear if all the productions are of the form
A—>Bw ad/or A —>w where 4, BeV and ,, 7.

Example 1: The grammar

8 - aaB | bbA | ¢

A - agAlb

B - bBlale
Isarightlinear grammar. Note that ¢ and string of terminals can appear on RHS of any production
and ifnon - terminal is present on R, H. § of any production, only one non - terminal should be
present and it has to be the tight most symbol on R.HL 8.
Example 2:

The grammar

5 - Baa|Abb| ¢

A — Aalb

B — Bblal e
isaleft linear grammar. Note that < and string of terminals can appear on RHS of any production
and if non - terminal is present on L. H. 8 of any production, only one non - terminal should be
present and it has to be the left mostsymbol onl. H. 8.
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Example 3:
Consider the grammar
S - ad
A - aBib
B - Abla

In this grammar, each production is either left linear or right linear. But, the grammar is not either
left linear or right linear. Such type of grammar is called linear grammar. So, a grammar which has
af most one pon terminal on the right side of any production without restriction onthe position of
this nion - terminal ( note the non - terminal can be leftmost o right most ) is called linear
gramymar,

Note that the Janguage generated from the regular grammar is called regular language. So, there
should be some relation between the regular grammar and the FA, since, the language accepted
by FAis also regular Janguage. So, we canconstructa finite automagon givenaregular grammar.

4.2 FAFROM REGULAR GRAMMAR

Theorem : Let G =(V, T, P, §)be a right linear grammar. Then there exists a language L(G}
which is accepted by a FA. i ., the language generated from the reguiar grammar
is reguler lznguage.

Proof :Let ¥ =(q,. ¢, ...y bethe variables and the startstate S=¢, Let the productions in
the grammar be '
4~ Fd
G, =¥ X

4 7 N4

dn " Xpdn

Assume that the langnage 1.(G) generated from these productions is w. Corresponding to each
production in the grammar we can have a equivalent transitions in the FA to accept the string w.
After accepting the string w, the FAwill be in the final state. The procedute to obtain FA from
these productions is given below :
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$tep 1: ¢, whichisthe start symbol in the grammar is the start state of FA.

Step 2 : For each production of the form

4 = wg,
the corresponding transition defined will be
8 g w)=q,3
Step 3: Foreach production of the form g, - w
the comesponding transition defined will be 8”(g,, w) =q, ,whete g, isthe final state,

As the string w  L(G) is also accepted by FA, by applying the transitions obtained from
stepl through step3, the language is regular. So, the theorem is proved.

Example 1 : Construct a DFA fo accept the language generated by the fallowing grammar

s — 014
4 - 108
B 0411

Solution :

Note that for each preduction of the form A-» wB, the corresponding transition will be
8(A, w)= B.Also, foreach production 4 -» w , we can introduce the transition 8(4,w) =g,

where g, is the final state. The transitions otvained from grammar G is shown using the following
table:

Productions Transitions

§ s 8(S, 01) =4
A 5(4, 10)=58
B - 8(B, 0)=d

B o 8(B, 1)=q,

The EA corresponding to the transitions obtained is shown below -
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So, e DFA M =(0, %, 8, g, 4) where
O={S, 4.8, 9,4, ¢4} . Z={0}}
go=5, 4={g,} _
& is as obtained from the above table.
The additional vertices introduced are 4,.4,, 45

Example 2 : Constructa DFA fo accept the language generated by the following grammar .
S - aA| e
A ~»  aAlbB| e
B - bB| e

Solution

Note that for each production of the form 4 wg, the corresponding transition will be

8(4,w)= B.Also . for each production 4 —» w, Wecan introduce the transition 3{4.w) =g,

where ¢, is the final state. The transitions obtained from grammar G is shown using the following
table: '

Productions Transitions
8(S,0)= 4

S isthe final state
8(d,a)= A4
§(A,b)=B
Aisthe final state
5(B, b) =B

B isthe final state.
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Note : Foreach transition of the form 4 —s¢, make A as the final state.
The FA corresponding to the transitions obtained is shown below :

Se, the DFA M =((Q.3, 8, g,, 4) where
Q={S 4B}, L={qgb}
g@o=8, A=1{S, 4, B}
§is as obtained from the above table .

4.3 REGULAR GRAMMAR FROM FA

Theorem : Let M =(0.%,5.4,.4) be afinite automaton, If L is the regular language accepted
by FA, then there exists a right inear grammar G = (V, T, P, § ) so that L = L{G).

Proof : Let Af =(0,%,5,4,,4) beafinite automata accepting L. where
O ={do:sq10 T}
E={a,.a,,..a,}

Aregular grammar G={V, T, P, §) can be constructed where

V={ge g 9.}
T=%

S=g¢,
The productions P from the transitions can be obtained as shown below
Step 1 : Forcach transition of the form 8g,, a) =¢ 2t

the corresponding production defined wilt be ¢, — ag,

Step 2: If ¢ = 4 1. e., if g is the final state in FA, then introduce the production
g-—re

Asthese productions are obtained from the transitions defined for FA, the language accepted by
FAis also accepted by the grammar,
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REGULAR GRAMMARS
e "mmmmm
After going through this chapter, you should be able to understand :

¢ Regular Grammar
+ Equivaience between Regular Grammar and FA
e [Interconversion

41 REGULAR GRAMMAR

Definition : The grammar G=(V, T, P,S )is said to be regular grammar iff the grammar is
right inear or left linear,
A grammar G is said to be right linear if all the productions are of the form

A->wB and/or A —w where 4, BeV and 7"

A grammar G is said to be left linear if all the productions are of the form
A->Bw and/or A —w where 4, Be¥ and ,, 7.

Example1: The grammar

S - aaB | bbA | ¢

A o 8Alb

B -3 bB ! &f &
isaright linear grammar. Note that ¢ and string of terminals can appear on RHS of any production
and if non - terminal is presenton R. H. § of any production, only one non - terminal should be
present and ithas to be the right most symbol on R. H. §.
Example 2

The grammar

A - Aalb

B -»  Bblale
isaleft linear grammar. Note that  and string of terminals can appear on RHS of any production
and ifnon - terminal is present on L. H. S of any production, only one non - terminal should be
present and it hasto be the left mostsymbolonL. H. 8.
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Note : For each transition of the form 4 —y¢, make Aasthe ﬁnal state,
The FA corresponding to the transitions obtained is shown below :

So,the DFA M =(Q.%, 5, g,, 4) where
O={S, 4B}, 2={ab}
ge=S , A= {8, 4, B}
§1s as obtained from the above table .

4.3 REGULAR GRAMMAR FROM FA

Theorem : Let i/ =(0,3,8,9,,4) beafinite automaton, If L is the regular language accepted
by FA, then there exists a right linear grammar G=(V, T, P, 8 ) so that L = L(G).

Proof : Let i =(Q,%,8,q,,4) beafinite automata accepting I where

Q =G0}

= {a,ay,...0,}
Aregular grammar G=(V, T, P, § ) can be constructed where

V=i Go> Gis 0oey }

T=Z

S=gq,
The productions P from the transitions can be obtained as shown below :
Step 1 : For each transition of the form (g, 4) =¢,

the correspending production defined will be ¢, — ag,

Step 2. If g e 4 1. e, if qis the final state in FA, then introduce the production
g >

Asthese productions are obtained from the transitions defined for FA, the language accepted by
FAis also accepted by the grammar,
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CONTEXT FREE GRAMMARS

After going through this chapter, you should be able to understand :

Context free grammars

Left most and Rightmost derivation of strings
Derivation Trees

Ambiguity in CFGs

Minimization of CFGs

Normal Forms (CNF & GNF)

Pumping Lemma for CFLs

Enumeration properties of CFLs

5.1 CONTEXT FREE GRAMMARS

Agrammar G =(V, T, P, S) issaid to be a CFG if the productions of G are of the form :
Ao a whereae(Ful)*

The right hand side of a CFG is not restricted and it may be null or a combination of variables and

terminals. The possible length of right hand sentential form ranges from 0to o e, 0 = | o | ==,

As we know that a CFG has no context neither left nor right. This is why, it is known as
CONTEXT - FREE. Many programming languages have recursive structure that can be
defined by CFG's.

Example 1 : Considerthe grammar G = (V, T, P,§) having productions :
S —» aSa | bSH| €. Check the productions and find the language generated.

Solution :
Let P :5 — aSa (RHSisterminal variable terminal)
P, : § - bSh (RHSisterminal variable terminal)
P: S - e (RHSisnullstring)
Since, all productions are of the form 4 — o, where @ e(V U T') * ,hence ¢ isaCFG
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So, the final grammar to generate the language L= { w|n,(w)=n, (w)} sG=(V,T.RS)
where
={8} ,T={ab}
= { S>e
§— aSh
S—» bSa
§— 58
} 8 isthestart symbol

5.2 LEFTMOST AND RIGHTMOST DERIVATIONS

Leftmost derivation :

IfG=(V,T,P.5) isaCFGand w € L(G) then a derivation § ? w is called lefimost

derivation ifand only ifall steps involved in derivation have lefimost variable replacement only.

Rightmost derivation :
EG=(,T, P,S) isaCFGand w € I{(G), thenaderivation § =>w is called rightmost
derivation if and only if all steps involved in derivation have rightmost variable replacement only.
Example 1 : Consider the grammar § — § + §] § * §| a5, Find lefimost and rightmost
derivations forstring w = g * g + 5.
Solution :
Leftmost derivation forw =g+ g4+ b
S=>85*§ (Using s - s*85)
=atS (The first left hand symbol is a, so using § — a)
=a*§+s (Using § — § + §,inordertoget g + p)
»a*a+sS  (Second symbol from theleftisa sousing § — a)

=ata+tb (The last symbol from the lefiis b, sousing § — »)
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Rightmost derivation for w = g* 5+ 5
S5 %8 (Using § — § * 5)
= 8%85+5  (Since,intheabove sentential form second symbol from the right is * so,

we can not use § — q|b. Therefore, weuse § — §+ §)

-;}S"‘S+.E-

(Using § — »)
Zta+d  (Usings - o)

:R;»a*a+b (Using § — a)
Example 2 : ConsideraCFG S — bd|aB, 4 — aS|addja, B -» bS|aBB|b . Find
leftmost and rightmost derivations for w = ggabbabbba -
Solution :
Leftmost derivation for y = ggahbabbba '
8§ = aB (Using § —» gB to generate first symbol of w)
= aaBB (Since, second symbol is a,soweuse B —» aBB)
= gaaBBB (Since, third symbolis a.soweuse B -y aBR)
= aaabBRB (Since fourth symbolisb,soweuse g — b)
= agabbB (Since, fifth symbolis b, soweuse B 3 b)
=» aaabbaBB (Since, sixthsymbol isa, sowe use 8 — aBB)
= aaabbabB (Since, seventh symbol is b, sowcuse B — b)
= acabbabbs (Since, eighth symbolis b, soweuse B — 5S)
= agabbabhbd (Since, ninth symbol is b, soweuse § — hd)
= aaabbabbba (Since, the tenth symbolisa, sousing 4 — a)
Rightmost derivation for y — gaabbabbba
§ = gB (Using § — g to generate first symbol of w)
= gaBB(Weneed a as the rightmost symbol and second symbol from the left side, so we
use B — aBB)
aaBbS (Weneed aas rightmost symbol and this is obtained from A only, weuse B — 5S)
aaBbb4 (Using § — bd)
aaBbba (Using 4 — a)
— aaaBBbba  (Weneed bas the fourth symbol from the right)
aaaBbbba  (Using 8 = b)
= aaabShbba  (Using B — b3 )
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Figure (c) Parse tree for w = ab Figure (d) Parse tree for w = ab
So, the given grammar is ambiguous.

541 Removal of Ambiguity

5.4.1.1 Left Recursion

A grammar can be changed from one form to another accepting the same language. Ifa grammar
has left recursive property, it is undesirable and left recursion should be eliminated. The left
recursion is defined as follows,

Definition :A grammar G is said to be left recursive if there is some non terminal A such that
4 =* Aa.Inotherwords, inthe derivation process starting from any non - terminal A, if a sentential
form starts with the same non - terminal A, then we say that the grammar is having left recursion.

Elimination of Left Recursion
The lefi recursion in a grammar G can be eliminated as shown below. Consider the A- production

oftheform A—rAay|das|da; A |5l | Py B
where g,'s do not start with A. Then the A productions can be replaced by

A5 A" BA | BA s By A

A o A ey A e Al | &, 4" | e

Note that «,'s do not start with 4t.

Example 1 : Eliminate left recursion from the following grammar
E—- E+T|T
T T*F|F
Fo(E) |id
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5.5 MINIMIZATION OF CFGs

As we have seen various languages can effectively be represented by context free grammar. All
the grammars are not always optimized. That means grammar may consists of some extra symbols
( non - terminals). Having extra symbols unnecessary increases the length of gramimar.
Simplification of grammar means reduction of grammar by rémoving useless symbols. The
properties of reduced grammar are given below :

1. Each variable ( i. e. non - terminal) and each terminal of G appears in the derivation of some
word in L.

2. There shouldnot be any production as x - ¥ where X and Y are non - terminals.

3. If ¢ isnotinthe language L then there need not be the production ¥ —»e.

We see the reduction of grammar as shown below :

Reduced grammar ‘

Removal of iminat Removal of
useless symbols & productions unit productions

551 Removal of useless symbols

Definition : A symbol X is useful if there is a derivation of the form
S="akf ="w

Otherwise, the symbol X is useless. Note that in a derivation, finally we should get string of
terminals and all these symbols must be reachable from the start symbol 8. Those symbols and
productions which are not at all used in the derivation are useless.

Theorem 5.5.1 :letG=(V, T, P, S) be a CFG We can find an equivalent grammar
G, = (V,,I,,P,,S) suchthatforeachAin (V;UT)) thereexists & and # in (JjUT))* and x in

T* forwhich §=" adf="x.
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Ji‘:"I Tl

8> a|BblAa a.b
A aB ab
B alAa | ab

The resulting grammar G, =(V,, T,,P.S) where

¥, {5,A,B}

T, {ab}

P, {
S - al|BblaA
A - abB
B - a|Aa

} 8 isthe start symbol

such that each symbol X in (¥, \w 1) hasaderivation of the form 5=" axp =" w.
55.2 Eliminating < - productions

Aproduction of the form 4 —> e isundesirable ina CFG, unless an empty string is derived from
the start symbol. Suppose, the language generated from a grammar G does not derive any
empty string and the grammar consists of e- productions. Such ¢ - productions can be removed.
An ¢ - production is defined as follows :

Definition1: LetG=(V,T, P, 8)be a CFG. A production in P of the form

A= e

iscalled an = - production or NULL production. Afier applying the production the variable Ais
erased. Foreach Ain V, ifthere is a derivation of the form

A= &
then A isanullable variable.
Example : Consider the grammar
- ABCa|bD

S
A - BClb
B

— b|e
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Step 2 : Construction of productions p, . Add anon e- productionin Pto £, . Takeall the
combinations of nuilable variables in a production, delete subsetof nullable variables one by one
and add the resulting productionsto P, .

Productions Resulting productions ( 7, )

S BAAB S _» BAAB |AAB|BAB|BAA|
AB|BB|BA|AA|A|B

A 0A2 A - 0A2]02

A ; 2A0 A 5 2A0[20

B AB B » AB|B|A B

]:B 1B B 1B b

We can delete the productions of the form A —» A.Tn p, , the production & -» 8 canbe
deleted and the final grammar obtained after eliminating ¢ -productions is shown below.
The grammar G, = (V,,T;,F.5) where
v, = 18,A,B,C.D}
T = {a,bec,d}
P, = {S _» BAAB|AAB|BAB|BAA|AB|BB|BA|AA|A|B
A —0A2|02[240]20
B AB|A|1B|]
} S isthe start symbol

5.5.3 Eliminating unit productions

Consider the production 4 —» &. Theleft hand side of the production and right hand side of the
production contains only one variable. Such productions are called unit productions. Formally,a
unit production is defined as follows.

Definition : Let G =(V, T.P. 8 )beaCFG Any production in G of the form

A—> B
where A, p ) isaunit production,

In any grammar, the unit productions are undesirable. This is because one variable is simply
replaced by another variable.
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In a CFG, there is no restriction on the right hand side of a production. The restrictions are
imposed on the right hand side of productions ina CFG resulting in normal forms. The different
normal forms are :

1. Chomsky Normal Form (CNF)
2. Greiback Normal Form (GNF)

5.6.1 Chomsky Normal Form (CNF)

Chomsky normal form can be defined as follows.

( Non - terminal —» Non - terminal Non - terminal ]

Non - terminal -» terminal

The given CFG should be converted in the above format then we can say that the grammar isin
CNF. Before converting the grammar into CNF it should be in reduced form. That means
remove all the useless symbols, ¢ productions and unit productions from it. Thus this reduced
grammar can be then converted to CNF.

Definition :
LetG= (V, T,P,S)bea CFG. The grammar G is said to be in CNF if all productions are
of the form '
A BC

A a
where A,Band CeV andae?.
Note that if a grammar is in CNF, the right hand side of the production should contain two
symbols or one symbol. If there are two symbols on the right hand side those two symbols must
be non - terminals and if there is only one symbol, that symbol must be a terminal.

Theorem 5.6.1 : Let G=(V, T, P, 8 ) be a CFG which generates context free language
without &. We can find an equivalent context free grammar Gy =(V,,T',F .S in CNF such that

L(G)=L(G),) i.¢.,all productionsin G, areof the form

A - BC
or
A -
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Thus, from (7), (8) and (9), the resultant grammar becomes :
SV S|V, |al b
Vs
Vo=
V.- 57,
V, = S¥,
V=T
V, =]

Now, in the resultant grammar (C), following is the production which is not in the form of CNF:
ST,

We can write this production as :
SV V, w10
Vs = Vs,

Thus, from (10) and (11), the resultant grammar becomes :

: S V.SV, V,| dp
V-
b=l
HhoarK
¥, = SV,
¥e = S,
L Ik
V, =]
Thus, the resultant grammar (D) is in the form of CNF, which is the required solution.

5.6.2 Greibach Normal form {GNF)

Greibach normal form can be defined as follows :

Non - terminal —» one terminal. Any number of non - terminals

Example :
isin GNF
isin GNF
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From the subtree shown in figure (b) , we get g R 2, §z, andconsidering

the subtree shown in ﬁgure{c],' we get 5:';. a OF § vl z
The subtree shown in figure (b) can be added as many times as we like in the parse tree

shownin figure (a). So, §= 7 Sz;j' 2422}

Therefore, string z can be written as uz,z,z,y for some uand y substrings of z. The substrings
z, and z, can be pumped as many times as we like. Replacing z,, z; and z, by v, wand x

respectively, we get z=uvwxyand g S w'wx'y forsomei=0, 1,2,

Hence , the statement of theorem is proved.

Application of Pumping Lemma for CFLs

We use the pumping lemma to prove certain languages are not CFL. We proceed as we have
seen in application of pumping lemma for regular sets and get contradiction. The result of this
lemma is always negative,

Procedure for Proving Language is not Context - free

The following steps are considered to show a given language is not context - free.

Step1:

Supposethat % iscontext- free. Let 1 be the natural number obtained by using pumping lemma.
Step 2 :

Chooseastring xe L suchthat jx 21 using pumping lemma principle write z=uvwxy.

Step 3 :

Find suitable i so that wv 'we (pe . . Thisisacontradiction. So £ isnot context - free.
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Case 2:

veat 8nd o', Let ,_,r and pg=n!. Pumping v and x, (g+1) times, we get :
2= uyf x|

Inz',no. ofa'swillbe n—p+nt+ p=nlin,

No.of b's in ' will remain n! +n. Henee, no. ofa's=no. of b'sin z',

Similarly, in other cases, we can arrive at strings not as per specification of L.
Hence, L is not context free.

5.8 CLOSURE PROPERTIES OF CFLs

The closure properties that hold for regular languages do not always hold for context free languages.
Consider those operations which preserve CFL.

The purpose of these operations are to prove certain languages are CFL and certain languages
are not CFL.

Context-free languages are closed under following properties.
Union
Concatenation and
Kleene Closure (Context-free languages may or may not close under following properties)
Intersection
Complementation

Theorem 5.8.1 :If /, and L, aretwo CFLs, then unionof £, and L, denotedby I, + L,
or [; U Ly isalsoa CFL.

Proof :

Let CFG G, = (¥,,T,,P,8) generates I; and CI'G G, = (V,,T,,P,5) generates L,
and G=(V,T, P,S) generates [ = [j + L,.

We construct G as follows :

Step 1: Rename the variables of CFG G,

¥, ={S,4,B,.., X} thentherenamed variablesare {S), 4;, B;,...X;} . This modification
should be reflected in productions also.
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Step 2 : Rename the variables of CFG G,

If ¥, ={5,4,B,.X}, then the renamed variables are {Sy, 43, By....X3}. This
modification should be reflecied in production also.

Step 3 : We get of the productions of ; and G, to get productions of G as follows :

§ — 8|8y, where S, and §; are starting symbols of grammars G; and G, respectively and
5; - productions and §, - productions remain unchanged.

T=T,uT,,
VA8 iy By K DS Ay B X)
Since, all productions of G; and G, including § — 5; | S, are in context-free form, so
G isa CFG.
Language generated by G :
L(G) =Language generated from (8] or S53)
=[anguage generated from §; orlanguage generated from S
= L(Gy) or L(G,) (Since, §; and §, are starting symbols of Gy and G respectively.)
= I; or L, (Since, G, produces 1; and G, produces L, .)
=L+ L3

Herice, statement of the theorem is proved.

Example : Considerthe CFGs § — aSh|ab and § —» ¢Sdd | cdd , which generate
languages I; and [, respectively, Construct grammar for L = Ly + L.

Solution :

Let Gy generales I; and G, generates [, and G = (¥, T, P,S) generates L = Ij + La.

Renaming the variables of G| and G, , we get

¥,=18,} and ¥, = {S§,}, where § - productions are §; —» aSb | @b, and
§, - productions are Sy — cSydd | edd

FORMAL LANGUAGES AND AUTOMATA THEORY




FORMAL LANGUAGES AND AUTOMATA THEORY




FORMAL LANGUAGES AND AUTOMATA THEORY




PUSH DOWN AUTOMATA

After going through this chapter, you should be able to understand :

Push down automata

Acceptance by final state and by empty stack
Equivalence of CFL and PDA

Interconversion

Introduction to DCFL and DPDA
6.1 INTRODUCTION

APDA is an enhancement of finite automata (FA). Finite automata with a stack memory can be
viewed as pushdown automata, Addition of stack memory enhaices the capability of Pushdown
automata as compared to finite automata. The stack memory is potentially infinite and it is a data
structure. Its operation is based on last - in - first - out (LIFO). [t means, the last object pushed
on the stack is popped first for operation. We assume a stack is long enough and linearly arranged.
We add or remove objects at the left end.

6.1.1 Model of Pushdown Automata (PDA)

A mode! of pushdown automata is shown in below figure. It consists of a finite tape, a reading
head, which reads from the tape, a stack memory operating in LIFO fashion.

le—— Input Tape

Finite State Control

FIGURE : Model of Pushdown Automata
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Thete are two alphabets ; one for input tape and another for stack. The stack alphabet is denoted
by r and input alphabet is denoted by 5 . PDA reads from both the alphabets ; one symbol
from the input and one symbol from the stack.

6.1.2 Mathematical Description of PDA
A pushdown automata is described by 7 - tuple (Q,Z.1.8, ¢,.2, ,F') , where
1. (@ isfinite and nonempty set of states,
2. z isinputalphabet,
3. r isfinite and nonempty set of pushdown symbols,
4, isthe transition function which maps
From O = (T v {&}) = T to(finite subset of) O = I'*,
g, & (0, isthe starling siate,
6. Z, e I',isthestarting (top most or initial) stack symbol, and
7. F ¢ Q,isthesetoffinal states.

6.1.3 Moves of PDA
The move of PDA means that what are the options to proceed further afier reading inputs in

some state and writing some string on the stack. As we have discussed earlier that PDA is

nondeterministic device having some finite number of choices of moves in each situation.
The move will be of two types :

1. Tnthe firsttype of move, an input symbol is read from the tape, it means, the head is advanced
and depending upon the fopmost symbol on the stack and present state, PDA has number of
choices to proceed further.

. Inthe second type of move, the input symbol is not read from the tape, it means, head is not
advanced and the topmost symbol of stack is used. The topmost of stack is modified without
reading the input symbol. Itis also known as an ¢ -move,

Mathematically first type of move is defined as follows.

8(g,a,Z) = {( pr o (P2s@; ) B2, )}, WhETE for 1 <7 < n,q, p, are states in
Q,aci, Zeland ael*.
PDA reads an input symbol a and one stack symbol Z in present state g and forany value(s)of
i enters state p, , replaces stack symbol Z by string «, eI * ,and head is advanced one cell on
the tape. Now, the leftmost symbol of string o, is assumed as the topmost symbol on the stack.
Mathematically second type of move is defined as follows.
8(g,6,Z) = {{ P11 (P2 @3 ) ppre, )} » Where for 1 < i < n,g, p, aIC states in
O,aek, Zel,and a,cT™*.
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PDA does not read input symbol but it reads stack symbol Z in present state ¢ and for any
value(s) of i, enters state p, , replaces stack symbol Z by string «, = I' *, and head is not
advanced on the tape. Now, the leftmost symbol of string &, isassumed as the topmost symbol
on the stack.
The string ¢, be any one of the following :
1. @, =e inthiscase the topmost stack symbol Z,, iserased and second topmost symbol
becomes the topmost symbol in the next move. It is shown in figure (a).

=

FIGURE(a): Move of PDA
2. @, = ¢,c e [ ,inthis case the topmost stack symbol Z,,, isreplaced by symbol c. It is

shown in figure(b)

e

FIGURE(b): Move of PDA
3. @, = ¢,¢;..¢, »inthiscase the topmost stack symbol Z,,, isreplaced by string cic,... ¢,,-
It is shown in figure(c).
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FIGURE(c): Move of PDA

6.1.4 Instantaneous Description {ID) of PDA

LetPDA M = (Q.ET.8,4,, Z,.F) , thenits configuration ata given instant can be defined by
instantaneous description (ID). An ID includes state, remaining input string, and remaining stack
string (symbols). So, anIDis (g,x,@) ,where g e Q.xe X} a e I'*.

The relation between two consecutive [Ds is represented by the sign ‘—-— i
We say (g,ax,Z5) |F{p,x,f2ﬁ) if & (g.a, Z) contains (p,&), where Z,8,0e'*,a
maybenullora eZ, p,g ¢ 0 for M

The reflexive and transitive closure of the relation |- is denoted by |7
Properties :
1. If (q;r,a]\;}(lv,t',w),where agel*xel* and p,g eQ,thenforall y €Z *.

(@9, )57(p. y.a),

2. If (G,I}',R)lj}(myﬂ), where o el* x,yeZ*, and p,g @, then

(q,x.a)|,.+(p*e,a), and
3. If (q,x,a)‘ﬁ(p,e,.ﬂ), where @, Bel*xei*, and p,ge@. then

(g% Pl pe. BY), where y T *
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6.1.5 Acceptance by PDA

Let Mbe aPDA, the accepted language is represented by N(M). We defined the acceptance by
PDA in two ways.

L Let M =(QZ T4, q;.2,.F) ,then N(M) s accepted by final state such that

N (M ]=lW3(Qa,W,Zo)'%(Qf,E,ﬂ) , where ¢ e @, weZ*Z,, fer'*, and

qr £ F}

It is similar to the acceptance by FA discussed earlier. We define some final states and
the accepted language N(M) is the set of all input strings for which some choice of moves
leads to some final state,

Let M ={Q.2.I.6.9,.Z,.¢) , then N(M) is accepted by empty stack or null stack such
that N (M) = {wilg,.w,Z,) j:‘r(P,E <), where p € 0, w e £%}

The language N(M) is the set of all input strings for which some sequence of moves
causes the PDA to empty its stack.

Note : Ifacceptance is defined by empty stack then there is no meaning of final state and it is
represented by ¢ .

Example . CUI].Sider a PDA M= ({?ns'i':an}:{ﬂs c}i{aﬁzﬁ}lﬁsqﬂlz{) !{q2}} Shﬂvﬂ] I'n'
below figure. Check the acceptability of string aacaa.

a, Zy, aZy d,d, €

Q ¢, a,a Q B :
t‘*“j OnasO)
a, a,aa ' '

FIGURE ; PDA accepting {a"ca":nz1}

Note : Edges are labeled with Input symbol, stack symbol, written symbol on the stack.
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Solution ;
The transition function § is defined as follows :

8(q0:a.2y) = {(qg,0Z,)} »
&(gq.a,a) ={{gy.aa)},
8lgq.0,a) ={(g,.9)]
&(g,,a,a) ={(g,,€)}, and

8(q€.25) = {(q2:Z)}
Following moves are carried out in order to check acceptability of string aacag

(4y,aacaa ,Znﬂ-{Qnsﬂwﬂ saZy)
\—(qu,ma,aaz 0)
1—(ql,aa,aazu)

‘—(q,,a,azo)

|—[q,,E,ZO)

1_{9"1»’5:20)

Hence, (q,.aacaa 920)1%(@1&,20) .
Therefore, the string aacaa is accepted by A7,

6.2 CONSTRUCTION OF PDA

In this section, we shall see how PDA's can be constructed.

Example 1 : Obtain a PDA to accept the language L(M) = { wOw"| we(a+b)*} where
gt isreverse of W.
Solution:

Ttis clear from the language (M) = { wOw™} thatif 1= app

then reverse of w denoted by p® will be j® _ pp, and the language L willbe 0, ®
i.e., abbCbba which is a string of palindrome.
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To accept the string :
The sequence of moves made by the PDA for the string aabChaa is shown below.
Initial ID

(gy, aabChaa, Z) (g, abChaa, aZy)

(gg, bChaa, aaZy)

(gq: Chaa, baaZ;)
(gy.baa,baaZ )
(q),aa,aaZ,)
(9,,a,0Z,)
(91,8.24;)

(925 & Zp)
( Final Configuration )

Since 4, is the final state and input string is € in the final configuration, the string aabChaa
is accepted by the PDA .

To reject the string :
The sequence of moves made by the PDA for the string aabChab is shown below,
Initial [D
(g9q; aabCbhab, Zj) (gg. abChab, aZ,)
(qo, bChab, aaZy)
(gq: Chab, baaZy,)
(gy, bab, baaZ;)
(QI * ab: “azﬂ)
(g1, b, aZy)
( Final Configuration )
Since the transition &(g,, b, a) isnotdefined, the string aabChab is not a palindrome and
the machine halts and the string is rejected by the PDA.

Example 2 : Obtain a PDA to accept the language L = { 4" 5"} nz 1} by a final state.

Solution :

The machine should aceept n number of a's followed by n number of b's.

FORMAL LANGUAGES AND AUTOMATA THEORY




6.3 DETERMINISTIC AND NONDETERMINISTIC PUSHDOWN AUTOMATA

In this section, we will diseuss about the deterministic and nondeterministic behavior of pushdown
automata,

6.3.1 Nondeterministic PDA (NPDA)

Like NFA, nondeterministic PDA (NPDA) has finite number of choices for its inputs. As we
have discussed in the mathematical description that transition function § whichmaps from
0 % (2 U {e}) x T to(finite subset of) O x T *. Anondeterministic PDA accepts an input if
a sequence of choices leads to some final state or causes PDA to empty its stack. Since, sometimes
it has more than one choice to move further on a particular input ; it means, PDA guesses the
right choice always, otherwise it will fail and will be in hang state.

Example : consider a nondeterministic PDA M = ({g,}.{a.b}{a,b,Z}.0.9,.2Z §), for the
language I = {a"b" : n = 1} ,where § is defined as follows :
3 (g5 8 Z) ={(do. ab).(gg-aZb)} (Two possiblemoves forinput « onthe tapeand Zon the stack),

d {G'l)a ﬂ,ﬂ} = {(qﬂoe)} ] and & (Qleeb) = {(QLI :E)}
Check whether string w = aabb is accepted ornot ?
Solution : Initial configuration is (g,,aabb, Z). Following moves are possible :

(g, aabb,ab) =+ (gq.abb,b) —= b
(Gu,ﬂﬂﬁb;z){
(9o.aabb,aZb) ——w (gy,abb,Zh)

(gy.abb,abb) {aqy.abb,aZbb)

(QGibbgbb) (QQ,bb,zhb}

(q0,0.b)
(gq.bb,abbb) (4, bb,aZbbb)
(g0:€,€)

§ b
Hence, w = aabh is accepted by empty stack.
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One thing is noticeable here that only one move sequence leads to empty store and other don't,
In other words, we say that some move sequence(s) leads to accepting configuration and other
lead to hang state.

6.3.2 Deterministic PDA (DPDA)

Deterministic PDA (DPDA) is just like DFA, which has af most one choice to move for certain

input. APDA M =(Q,%,T,6,4,. Z,, F) isdeterministic if it satisties both the conditions given

as follows :

1. Foranyg € Q,ae(Zw {ss}j ,and Z I, & (g, a. Z) has at most one choice of move.

2. Forany ge Q,and 7 e, If 8(g,5, Z) is defined ie. 8(g, <, Z) = ¢, then
8(g.a,2) = ¢ forall g £ §

Example : Consider a DPDA M = ({g,.4;,}.{a.c}. (. 2,}.5,q,. 25, ) accepting the

language {a"ca" :n =1}, where § is defined as follows :

8(gg,a,2q) = {(g0,02, 1}

& (gy,a.a) ={(gy,9a)},

d(gq.c.a)={(g,.a)},

8(gy.a.a) = {(g,.€)}, and 8(g,,&,Z;) = {(g),€)}

Check whether the siring w = agacaa isaccepted by empty stack ornot ?
Solution :

We see that in each transition DPDA has at most one move. Initial configuration is
(q4.aacaa, Z,) . Following are the possible moves.

(go.aacaa, Zy) = (g, acaa,aZ ) —» (qy,caa,00Z ) = (g,aa,aaZ ;)
1

{QisEaEJ o~ (‘?1:5120) «{q,a,aZ,)
Hence, the string w = aacaa is accepted by empty stack.

As we have discussed in earlier chapters that DFA and NFA are equivalent with respect to
the language acceptance, but the same is not true for the PDA.

For example, language 7 ={ww ":w = (a U b)*} isaccepted by nondeterministic PDA,
can not by any deterministic PDA. A nondeterministic PDA can not be converted into equivalent
deterministic PDA, but all DCFLs which are accepted by DPDA, are also accepted by NPDA.
So, we say that deterministic PDA is a proper subset of nondeterministic PDA. Hence, the
power of nondeterministic PDA is more as compared to deterministic PDA.
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6.4 ACCEPTANCE OF LANGUAGE BY PDA
The language can be accepted by a Push Down Automata using two approaches.

1. Acceptance by Final State : The PDA accepts its input by consuming it and then it enters
in the final state.

Acceptance by empty stack : Onreading the input string from initial configuration for
some PDA, the stack of PDA gets empty.

6.4.1 Equivalence of Empty Store and Final state acceptance

Theorem:
If M, =(0,,2,T,,8,,p,,Z,,¢) isa PDA accepting CFL L by empty store then there
exists PDA M, =(0,,2,1,,8;, p,.Z,,{q,}) whichaccepts L by final state.

Proof :
First we construct PDA M, based on PDA M, and then we prove that both accept L.

Step 1 : Construction of PDA M, based on given PDA i/

z issame for both PDAs. We add a new initial state and a new final state with given PDA .

80,0, =0, vip,vq,}

The stack alphabet T, of PDA u, contains one additional symbol 2, with T, .

So, I, =T, u {Z,}
The transition finction &, containsall the transitions of given PDA. a7, and two additional transitions
(B and Ry) asdefined as follows :

Ry i18,(paie, Zy) = (P12, 2,)}, ;

R, :8:(q,a,2)=6,(g,0,Z) forall (g0, Z)In Q, x (£ w {e}) x T,

(the original transitions of 1, ), and
Ry:d,(q.8.2,)={(g,,€)} forall g € 0,

Bythe Ry, », moves fromitsinitial ID (p,,e, Z,) totheinitial IDof », By R, M, usesall the
transitions of u, afterreaching the initial IDof 4, and by using Ry s, reaches the final state dr.
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The block diagram is shown in below figure.

2% €,2,,2,Z, e,Z5.4 @
P PDA M
) ‘ )

FIGURE : Block diagram of PDA s,

Step 2 : The language accepted by PDA M, and PDA M,

The behaviors of M, and M, are same exceptthe two by ¢ -movesdefinedby R, and R;.
Let string w ¢ L andaccepted by M,,then

(p.,w,21}|r;l—(q,6,ﬁ) where g € 0, {Result 1)
For M, . theinitial ID s ( p,,w,Z,) and it can be written as (p,,e we,Z,). S0,

(Prrewe, Zy) |- (Pisw.21Z,) (This initial Dof 1)
|- (@€.2,) (by &, and Result 1)
tML:{‘?;"ErQ) QEF; (By Ry)

Thus, if M, accepts w, then M, also acceptsit.

Itmeans L(M,)= L(M)) (Result 2)
Letstring w « L and accepted by PDA M, , then

(prEWeZ,) |M—=(p;.w,2122) By B,) (Result 3)

1;7(?:6922} - (B}r RZ} (Rgsl.l.lf 4)

1?2 (g/.€.2) aer; (ByR;)
Note : The Result 3 is the initial ID of M, . The Result 4 shows the empty store for M, if
symbol Z, is not there.
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For M,,theinitial IDis (p,, w,2,)

So, (P1,w.Z,) |5 (9.€.€) , where g « @, (ByResult3 and Result4) Thus, if M, accepts
w,then M, alsoacceptsit.
It means, L(M,)c L(M,) (Result 5)

Therefore, 1= L(M,)= L(M,} (FromResult2and Result 5)
Hence, the statement of theorem is proved.

Example: Consider a nondeterministic PDA M, =({g,}, {a.b}, {a.b,8}, 5,4,.5,4) which
accepts the language £ = {o"3" : n =1} by empty store, where § isdefined as follows :
d(gy,6.8)={(g5,ab), (9,,a56)} (Two possible moves),
d(gq,a.0) ={{gq.€)} , and  5(g;.b,b) = {(q,,€)}

Construct an equivalent PDA. A, which accepts L in final state and check whether string
w = gabb s accepted or not ?

Solution : Following moves are carried out by PDA M, in order to accept w = aabb :
(90:aabb, $) | — (g, aabh,aSt)

[— (g,.abb, Sb)

|—(go-abb,abb)

|—(gq. b5, 5b)
‘_(‘Ioabsb)

‘_ (gy,€,€)

Hence, (d,aabb,S) |55- (45,,€)

Therefore, y — gabb isacceptedby M, .
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TURING MACHINES

After going through this chapter, you should be able to understand :

Turing Machine

Designof TM

Computable functions

Recursively Enumerable languages
Church's Hypothesis & Counter machine
Types of Turing Machines

7.1 INTRODUCTION

The Turing machine is a generalized machine which can recognize all types of languages viz,
regular languages ( generated from regular grammar ), context free languages ( generated from
context free grammar ) and context sensitive languages (generated from context sensitive grammar).
Apart from these languages, the Turing machine also accepts the language generated from
unrestricted grammar. Thus, Turing machine can accept any generalized language. This chapter
mainly concentrates on building the Turing machines for any language.

7.2 TURING MACHINE MODEL

The Turing machine model is shown in below figure . It is a finite automaton connected to read -
write head with the following components :

. Tape

. Read - write head

. Control unit

Tape
LeTalelal...[o]bfel....T ]

Read-write Head

Control
Unit

FIGURE : Turing machine model
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Tape : Iisatemporary storage and is divided into cells. Fach cell can store the information of
only one symbol. The siring to be scanned will be stored from the left most position on the tape.
The string to be scanned should end with infinite nunber of blanks.

Read -write head : Theread - write head can read a symbol from where it is pointing to and
it can write into the tape to where the read - write head points {o.

Control Unit: The reading /writing from / to the tape is determined by the control unit, The
different moves performed by the machine depends on the current scanned symbol and the
current siate, The read - write head can move either towards Teft orright i.e., movement can be
on both the directions. The various moves performed by the machineare

1. Change of state from one state to another state
2. The symbol pointing to by the read - write head can be replaced by another symbol.
3. The read - write head may move either towards left or towards right.

The Turing machine can be represented using vatious notations such as
° Transition table
. Instantaneous deseription
. Tramsition diagram

7.2.1 Transition Table

The table below shows the transition table for some Turing machine. 1 ater sections describe how
to obtain'the transition table.

Tape Symbols (I}

-

a b Y

(911 X, R 2 (g3, ¥, R}

(‘?15 a, R) (415 Y’ L) {Q%s Y’ R)

{2, 0, Ly £ (42 Y, Ly -

& (@. 1.8 g4, B, By
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Note that for each state ¢, there can be a corresponding entry for the symbol in 1, In this table
the symbols a and b are input symbols and can be dencted by the symbol ¢, Thus ¢ ¥
excluding the symbol B. The syntbol B indicates a blank character and usually the string ends
with infinite number of B's 1. ¢., blank characters, The undefined entries indicate that there are no
- transitions defined or there can be a transition to dead state. When there is a transition to the
dead state, the machine halts and the input string is rejected by the machine. i is clear from the
table that

F:O0x Tw(@xTx{LK}}

where O= {go.4.92- ¢, 0 }; T={a, b}

I'={a b, X, Y, B}

g, isthe nitial state; B isaspecial symbolindicating blank character

F ={g,} which isthe final state.
Thus , a Turing Machine M can be defined as follows.
Definition : The Turing Machine M =(Q,Z,T",8,4,,8,F) where

Q is set of finiie states

. issetofinput alphabets

I' isset of tape symbols

& istransition function @ <o (O xI'<{L,R})

g, 18 the initial state

B isaspecial symbol indicating blank character

F @ issetof final states.

7.2.2 Instantaneous description (ID)

Untfike the ID deseribed in PDA, in Turing machine (TM), the ID is defined on the whole string
{ noton the siring to be scanned) and the current state of the machine.

Definition :

AnIDof T™™ igastring in aqf, where gis the current state, o g is the string made from tape

symbols denoted by 1. €., « and g ¢ T'*. Theread - write head points to the first character of
the substring 2. The initial ID isdenoted by qaff where g is the start state and the read - write

head points to the first symbol of & from left. The final ID is denoted by o898 where g F is
the final state and the read - write head points to the blank characier denoted by B.
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Example : Consider the snapshot of 2 Turing machine
Tape
laiiazlasia-sfqzéasgaal

Read-write Head °

Control
Unit

Tnthis machine, cach 2,e 1" {i.e, each g, belongs fo the tape symbel). Inthis snapshot, the
symbol 4, is under read - write head and the symbol towardslefiof a, i.e., 0, is the current

state. Note that, in the Turing machine, the symbol immediately towards left of the read - write
head will be the current state of the machine and the symbol immediately towardsright of the
state will be the next symbol to be scanned. So, in this case an ID is denoted by

@iy, G A5 dr Ty

where the substting @a,ase, towards left of the state g, is the left sequence, the
substring a,a,a,a;..... towards tight of the state g, is theright sequence and ¢, isthe current state
of the machine. The symbol a5 isthe next symbol to be scanned.

Assume that the current ID of the Turing machine Is ajam0,q,950004
snapshotof example.

Suppose, there is a transition &(gy, a5) = (g3, 5, R}

Ttmeans that if the machine is in state g, and the next symbol to be scanned is 4, then the
mackine enters into state ¢, replacing the symbol a, by &, and R indicates that the read - write
head is moved one symbol towards right. The new configuration obtained is

0,08, by gy 8,004

This can be represented by 8 MOVE 85 0,0,8,0, 42050501 Gy . | =16 836 B 3386070
Similardy if the current 1D of the Taring machine is a,a,a,0,¢2 05850745
and there is a transition

5(gy. as)=(g,01,L)
rmeans that if the machine is in state ¢, and the next symboi to be scanned is a;, thenthe machine
enters into state g, replacing the symbol a; by ¢; and L indicates that the read - write head is
moved one symbol towards left. The new configuration obtained is

@43y, G A4C1 000y
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This can be represented by amove 88 0,000, ¢, 85060:05 0 | 0303 41046068, % -
This configuration indicates that the new state is g, , the next input symbel to be scanned
is g, . The actions performed by TM depends on
1. Thecurrent state.
2. The whole string to be scanned
3. The current position of the read - write head
The action performed by the machine consists of
1. Changing the states from one state to another
2. Replacing the symbol pointed to by the read - write head
3. Movement of the read - write head towards left or right.
7.2.3 The move of Turing Machine M can be defined as follows

Definition @ TLet A =(0Q,5T.8.4,.BF) be a TM. Let the ID of M be

13Uy @y T nen, Where @ e T for 15 j<n-1, g e @ is the current state and «, as
the next symbol to scanned. If there is a transition &g, ap) =(p, b, B)
then the move of machine M will be 4,4, 4,
[fthere is a transition &g, a) =(p, & L)
then the move of machine M will be

@y Ay By G Ty Byl |~y

7.2.4 Acceptance of a language by TM
The language accepted by TM is defined as follows.

Definition ;

Let M = (Q,T.T,6.4,.B,F) bea TM. The language L(M) accepted by M is defined as
L(M) = {w iggwh- *o, p &, where weStpe F and o, ap e T*}
i.e., setof all those words win 5+ which eauses M to move from start state g, tothe final
state p. The language accepted by TM is called recursively enumersble language.

“The string w which is the string to be scanned, should end with infinite number of blanks.

Titialty, the machine will be inthe start state g, withread - writehead pointing to the first symbol

. of wiromleft. After some sequence of moves, if the Turing machine enters into the final state arxd
halts, thenwe say that the string w is accepted by Turing machine.
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7.2.5 Differences between TM and PDA
Push Down Automa :

L

2
3.

6.

7.

A PDA is 2 nondeterministic finite automaton coupled with a stack that can be used to store
astring of arbitrary Iength.

The stack can be read and modified only atits top.

A PDA chooses its next move based on its cutrent state, the next input symbol and the
symbol at the top of the stack.

There are two ways in which the PDA may be allowed to signal aceeptance. One is by
entering an accepting state, the other by emptying its stack.

. TD consisting of the state, remaining inputand stack contents to describe the "current condition”

of aPDA.

The languages accepted by PDA's either by final state or by empty stack, are exactly the
context - free languages.

A PDA languages lie strictly between regular languages and CSL's.

Turing Machines :

1.

The TM is an abstract computing machine with the power of both real computers and of
other mathematical definitions of what can be computed.

TM consists of a finite - state confrol and an infinite tape divided into cells.

TM makes moves based on its current state and the tape symbol at the cell scanned by the
tape head.

The blank is one of tape symbaols but not input symbol.

TM aceepts its input if it ever enters an accepting state.

The languages accepted by TM's are called Recursively Enumerable (RE) langnages.
Instartaneous description of TV describes cument configumtionofa TV by finite - length string,
Storage in the finite control helps to designa TM for a particular language.

A TM cansimulate the storage and control of 2 real computer by using one tape to store all
the locations and their contents,

7.3 CONSTRUCTION OF TURING MACHINE (TM)

Inthis section, we shall see how TMs can be consiructed.

Example 1: Obiain a Turing machine toaccept the language £ = {0 "1" jn 21} .

Solution : Note that n number of ¢'s shouid be followed by n number of I's. For this let us
take an example of the string 1 = 00001111 . The siring w should be accepted as it has four zerces
foliowed by equal number of 1's.

FORMAL LANGUAGES AND AUTOMATA THEORY

Page103




Genera! Procedure :
Let ¢, be thestart state and let the read - write head points 1o the first symbol of the string to e
scanned, The general procedure to design TM for this case is shown below :
1. Replace the lefi most 0 by X and change the stateto g, and then move the read - write head
towards right. This is because, afiera zero 18 replaced, we have to replace the corresponding
1 so that number of zeroes matches with number of 1's.
2. Search for the Jefimost 1 and replace it by the symbol Y and move towards jefi (soasto
obtain the leftmost 0 again). Steps 1 and 2 can be repeated.
Consider the situation
XX00YY1l
1
4o
where first two (s are replaced by Xs and first two I'sare replaced by Ys. In this situation, the
read - write head points to the left most zexo and the tnachine is in state g, . With thisasthe
configuration , now let us design the TM.
Step 1: Instate g, replace 0 by X, change the state to ¢, and move the pointer towards
right. The transition for this can be of the form '
8ge, B ={q, X, B)
The resulting configurationis shownbelow .
XXXOYYH
7
&
Step 2 : Instate g, , we have to obtain the left - most 1 and replace itby Y, For this, letus move
fhe pointer to point o Jeftmost one. When the poiniter is moved towards 1, the symbels encourttered
may be 0 and Y. Irrespective what symbol is encountered, replace 0 by 0, Y by Y, remain instate

g, and move the pointer towards right. The transitions for this can be of the form
8{a, 50):{'?1995}2)
8(q:.Y )=(q, Y. R)

When these transitions are repeatediy applied, the following configuration is obtained.

XXXoyyll

T
4
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Step 3 : Instate g,,ifthe input symbol to be scanned isa 1, then replace 1 by Y, change the
state to ¢, and move the pointer towards left. The transition for this can be of the form
8(q.11=(g,.Y.L)
and the following configuration is obiained.
XXXOYYY1

T

9z
Note that the pointer is moved towards left, This is because, a zero is replaced by X and the
corresponding 1 is replaced by Y. Now, we have to scan for the left most 0 again and so, the
pointer was move towards left.
Step 4 : Note that to obtain lefimost zero, we need to obtain rightmost X first. So, we scan for
the right most X. During this provess we may encounter Y'sand 0's . Replace Yby Y. 0 by 0,
remain ir: state g, only and move the pointer towards left. The transitions for this can be of the
form §{q2,Y)={q2,Y,L}
6(g,,0)=(q,,0,1)
The following configuration isobtained
XXX0YYY1
?

U]
Step 5 : Now, we have obtained the tight most X. To get leftmost 0, replace X by X, change
the state to g, and move the pointer towards right. The transition for this can be of the form
(g, X y=(gy X, R)
and the following configuration is obtained
XXXOYYY!

"
4o
Now, repeating the steps 1 through 5, we get the configuration shown below :
- XXXXYYYY

T
4a
Step 6 : Instate q,, ifthe scanned symbol is Y, it means that there are no more §'s. If there are

1o zeroes we should see that there are no 1's. For this we change the state to g, replace Yoy Y
and move the pointer towards right. The wansition for this can be of the form
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8(q¢.Y )=(45,7,R)
and the following configuration is obtained
KXXXYYYY
t
43
Instate g,, we should sce that there are only Ys and no more 1's. So, as we canreplace Yby Y
and remainin g, only. The transition for this can be of the form
d(¢5.Y )={44,¥ R}
Repeatedly applying this transition, the following confipuration is obtained .
XXYYYYB
4
93
Note that the string ends with infinite number of blanks and so, in state ¢, if we encounter the
symbol B, means that end of string is encountered and there exists nnumber of O's ending withn
munber of 1's. So, in state ¢, , on input symbol B, change the state fo ¢, , replace Bby Band
move the pointer towards right and the string is accepted. The transition for this can be of the
form 9(g4.8)=(q,.8.R)

The following configuration is obtained
XEXXXYYYYRBB

T\
4

So, the Turing machine to accept the language 1 ={a” " n21}

isgivenby M =(0.5,1.8.4.B.F)
where

@=tq.q,9.5} Z={01}; T={01L XY B}
4o € O isthestartstate of machine; B eI isthe blank symbol.
F ={g,} isthe final state,
& is shown below.
gy, 0} = (4. X, B}
5(g..0)=(q,,0,R)
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8(q,,¥)=(g9:,7 R}
g1y ={¢s.7 L}
F(a:,Yy=(g,.Y. 1)
844,01 =(g,,0,L}
§(g2, X )=(g0.4,R)
8{g,.Y)=(g..Y . R)
5(g5.¥)=(g5.Y R}

5(‘;3)3)7‘:(44’8:'?{)
The transitions can also be represented using tabular form as shown below.

Tape Symbols (I}
0 I3 X Y

9 (. X, R) & = {43 V. R 4
a@ (@08 | @tD . (. ¥, B -

% (¢2,0,L) = (20, X. B) (g2, 7. L) =

q3 T = ¥ {q?,s Y, R} (qs. B, ]

4 # 2 i = e

The transition table shown above can be represented as transition diagram as shown below:

To accept the string :

The sequence of moves or computations {IDs} for the string 0011 made by the Turing machine
are shown below
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Initial ID

o011 |- Xg,011 |~ X Og,11
X, 0¥1 g, XOF]
Xg,071 - XXg¥i
XX¥q 1 b XXg, VY
X‘hm B XXg Y
X&¥q,¥ - XXYYgs
XXTY¥Bq,
{ Final ID})

Example 2 : Obtain a Turing machine to accept the language L (M) = { 0" 172" jn 2 1}

Solution : Note thatn number of 0's are followed by n number of 1's which intum are followed
by n number of 2's. In simple tertns, the solution to this problem can be stated as follows :

Replace first n number of 0's by X's, next nnumber of 1's by Y's and next n number of 2sby
7's. Consider the situation where in firs two {'s are replaced by X's , next immediate two P's are
replaced by Y's and next two 2's are replaced by Z's as shown in figure 1(2).

XX00YY11ZZ22 XXXOYYHZZ22 OOV Y 114422

T T t
qo - & 4

@ ) ©

FIGURE 1 : Various Configurations
Now, with figure 1(a). a as the current configuration, let us design the Turing machine. [n

state g, , if the next scanned symbol is 0 replace it by X, change the state to q, and move the
pointer towards right and the situation shown in figure 1(b) is obtained . The transition for this can
be of the form

§(q,,0)=(gq;, X R}

Instate g, we have to search forthe lefimost 1. It is clear from figure 1(b) that, when we
are searching for the symbol 1, wemay encounder the symbols 0 or Y. So, replace 0 by 0, Yhby
Y and move the pointer towards right and remain in state g, only. The transitions for thiscan be
ofthe form 5{gq,.0)={q,.0.R)

6{q.¥)=(g:,¥.R)
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The configaration shown in figure 1(c) is obtained. Instate ¢,,0n encountering 1 change the
state to ¢, , replace 1 by 'Y and move the pointer towards right. The transition for this can be of
the form

8¢q,.1)=(q,.Y ., R)
and the configuration shovm in figure 2(a) is obtained

XXXOYYY1Z722 XXOYY V12722
o 1
P] 4

@ (®) ©
FIGURE 2 : Various Configurations

In state g, , we have to scarch for the lefimost 2. Tt is clear from figure 2(a) that, when we
are searching for the symbol 2, we may encounter the symbols 1 or Z. So, replace 1 by 1, Z by
7 and move the pointer towards right and remain in state g, onlyandthe configuration shownin
figure 2(b)is obtained. The transitions for this can'be of the form

G{gq, Jy=(g,,LLR}
85(g,,Z)={g,.2,R)

fnstate g,, on encountering 2, change the state to g, , replace 2 by Z and move the pointer
towards left. The transition for this can be of the form

8(g4.21=(q4.%,L)
and the configuration shown in figure 2(c) is obtained. Once the TM is instate g, ,1t means that
equal number of 0's, 1's and 2's are replaced by equal number of X's, Y'sand Z's respectively.
At this point, next we have to search for the rightrost X to get leftmost 0. During this process, it

is clear from figure 2(c) that the symbolssuch as £'s, 1,5, V's, O's and X are scanned respectively
one after the other. So, replace Z by Z, 1 by 1, Yby Y, 0 by 0, move the pointer towards left and

stay in state g, only. The transitions for this can be ofthe form
6g4,Z2)=(g:.Z,L)}
8€q5,)=(g:.1, L)
8{gs.7 )=(gs.¥ . 1)
3{g3.0)=(g5.0.L)
Only on encountering X, replace X by X, change the state to g, and move the pointer
towards right to get leftmost 0. The transition for this can be of the form

5(@3’X}=(QG1XVR)
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All the steps shown above are repeated till the following configuration is obinined.
XXXXYYYYZLZZ

4
s
Instate g, , if the input symbol is Y, it means that there are no 0's . If there are no 0's we
should see that there are no 1's also. For this to happen change the state to g, teplace Yby Y
and move the pointer towards right. The transition for this can be of the form
5q0.Y )=(g4.7 ,R)
Instate g, search for only Y's, replace Y by Y, remain in state g, only and move the pointer -
towards right. The transition for this can be of the form
' 8(g..F)=(q,5,Y.R)
Tnstate ¢, ,if we encounter Z, it means that there are 1o 1's and s0 we should see that there

~ areno 2's and onty Z's should be present. So, on scanning the first Z, change the state fo ¢, .
replace 7 by Z and move the pointer towards right. The trangiion for this can be of the form
8{44.2)=(g5.Z,R)
Rut, instate ¢, only Z's should be there and no more 2's. So, as long as the scanned symbol
is Z, remain in state ¢, , replace Z by Z and move the pointer towards right. But, once blank

symbol B is encountered change the state 1o 4., repiace B by B and move the pointer towards
tight and say that the input string is accepted by the machine, Thetransitions for this can be of the
form (45 Z)=(gs5:Z k)
5(q5.B)=(g.8.R)

where g, is the final state.
S0, the TM to recognize the language £={0"1"2"n 21} 18 givenby
M ={(0,5,T.6.9,,B,F}
where
O ={q0.01,92:93:4 59596} =40, 12}
I'={0, 1,2 X. 7, Z, BY; g, Iistheinitial state
B is blank character ; F={ g, }isthe final state
& is shown belowusing the trasition table. ‘
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r

Y

g, g, LR
q, g,-Y.R
q, g, LR
g, g,,Z.L 1q,, XL
4, PRSI A
4, q,.ZR

9s
The transition diagram for this can be of the form

YIYR ZZR
R R

Example 3 : Obtaina TMtoaccept thelanguage L = {w]w «(0+1y} containing the substring 001.

Solution : The DFA wihtich accepts the language consisting of strings of O's and 1's having a sub
string 001 isshown below :

The transition table for the DFA is shown below :
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0 1

9o 4 9y
4 9. 4,
4, 4, 4

qs qs QA

We have seen thatany language which is accepted by a DFA is regular. As the DFA processes
the input string from left to right in only one direction, TM also processes the input string in only
one direction { unlike the previous examples, where the read - write header was moving inboth
the directions), For each scanned input symbol  either O or 1), in whichever state the DFA was
in, TM also enters into the same states on same input symbols, replacing 0 by ¢ and 1 by 1 and
the read - write head moves towards right. So, the transition table for DFA and TM remains
same ( the format may be different, It is evident in both the transition tables). So, the transition

table for TM to recognize the language consisting of 0's and 1's with a substring 001 is shown
below:

0 1 B
4, q,.0.R g,, LR -
4, 4. 0LR 7. LR -
a, 7,,0,R 7, LR -
g, g, 0. R g.. LR

4
The TMisgivenby

M “(Qszsrﬁ,QmB;F}

where

O=1{4s: 4,:9::9:: 435 =00
T={0,1}; §- isdefined already

q, istheinitial state ; Bblank character
F={ g, }isthe final state

The transition diagram for this is shown below.
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11,R
/1R WOR  opr

OIG,OIO, Efl,R B’B-R

1#LR

Example4: Obiaina Turing machine fo accept the language containing strings of (s
and 1'sending with 011,

Solution : The DFA which accepts the language consisting of strings of ('s and 1's ending
with the string 001 is shown below :

The transition table for the DFFA i3 shown below :

& 0

9 9 9,

4 4. 9,

9, ki 4,

4q. 4, 4,

We haveseen that any language which is accepted by a DFA isregular, As the DFA processes
the input string from left to right in only one direction, TM also processes the input string in only
one direction. For each scanned input symbol ( either 0 or 1), in whichever state the DFA was

in, TM also enters info the same states on same input symbols, replacing 0 by O and 1 by 1 and
the read - write head moves towards right. So, the transition table for DFA and TM remains
same { the format may be different. Tt is evident in both the transition tables). So, the transition
table for TM to recognize the language consisting of (s and 1's ending with a substring 001 is
shown below : :
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5 0

4, g, 0.R
4 7,0 R
4, g,,0LR
q, q,,0,R

G 7

The TMisgivenby M =(0,2.7,8,4,,8.F)
where

O=1{4, ¢:¢::4, 1 » Z=10,1} ; T={0, 1}
5 — isdefined already
g, isthe initial state ; B doesnotappear
F=/{ q, } isthefinal state

The transition diagram for this is shown below:

/LR OOR

Example 5 Obtain a Turing machine to accept the language
L={wlwisevenand L= {a b} }
Solution :

The DFA to accept the language consisting of even number of characters is shown below.

ab

0 =0

a,b
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The fransition table for the DFA is shown below :

a b
s 4 4

4 s 9o

We have secn that any language which is accepted by a DFA s regulax. As the DFA processes
the input siring from left to right in only one direction, TM also processes the input string in only
onedirection. Foreach scarmed input symbol (cither a orb), in whichever state the DFAwas in,
TM also enters into the same states on same input symbols, replacing a by aand bby band the
read - write head moves towards right. So, the transition table for DFA and TM remains same
(the format may be different). So, the ransition table for TMto recognize the language consisting
of &'s and b's having even number of symbols is shown below :

8 a b B

4 %’a’R QHb’R ‘L’B’R

q, g, R g, LR -

4 & B
The TM is given by

M :(Q’E:T95>QO=B’F)

where
Q={ 4.4 % I={ab}; I={ab
5 isdefined already ; g, istheinitial siate
B does not appesar ; F = { g, } isthe final state

The transition diagram of TM is given by
ETER
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Example 6 : ObtainaTuring machine fo accepta palindrome consisting of a's and b's of any length.
Solution : Letus assume that the first symbol on the tape is blank character B and is followed
by the string which in turn ends with blank character B. Now, we have to design a Turing machine
which accepts the string, provided the string is a palindrome. For the string to be a palindrome,
the first and the last character should be same. The second character and last but one character
in the string should be same and so on. The procedure to accept only string of palindromes is
shown below. Let g0 be the start state of Turing machine.
Step 1 : Move the read - write head to point to the first character of the string. The transition
for this can be of the form §{g4.B)=(g.B.R)
Step 2 Instate g, , if the first character isthe symbol &, replace it by B and change the state
10 g, and move the pointer towards right, The transition for this can be of the form.
5({)1,0}—“‘:(Q‘2,B,R}

Now , we move the read -~ write head to point to the last symbol of the string and the last
symbol should be a. The symbols scanned during this process are a's, b'sand B. Replace aby
a, bby b and move the pointer fowards right. The transitions defined for this can be of the form.

d(g,,0)=(¢3,0.R}
§(g;.0)=0(q,.0.R)
But, once the symbol B is encountered, change the state to g, , replace B by B and move the
pointer towards left. The transition defined for this can be of the form
E(g2.B)=(g3,B.L)
In state 4, , the read - write head points to the last character of the string, Ifthe last character
is o, then change the state to ¢, , teplace a by B and move the pointer towards left. The transitions
defined for this can be of the form

5(43 ,G)3(4¢,B :L)
At this point, we know that the first character is a and last character is also a. Now, reset the
read - write head to point to the first non blank character as shown in step5.

Tnstate ¢, ,if thelast character is B ( blank character), it means that the given string isan odd

palindrome. So, replace B by B change the state to ¢, and move the pointer towards right. The
transition for this can be of the form

6{44,B)=(q,,B,R)}
Step 3 : I'the first character is the symbol b, replace it by B and change the state from g, to ¢,
and move the poinier towards right. The transition for this can be of the form
F(q1:0}=(g5,B.R)
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Now, we move the read - write head o point to the last symbol of the string and the Iast
symbel should be b. The symbols scanned during this process are a's,b'sand B. Replaceabya,
b by band move the pointer towards right. The transitions defined for this can of the form

8{a;5.a)=(g5,9,R)
5(‘?52b)$(45:b11()

But, once the symbol B is encountered, change the state to ¢, , replace Bby B and move
the pointer towards left. The transition defined for this can be of the form

§{q;,B8)={g¢.B )

Tn state g, , the read - write head potnts to the last character of the string, [fthe last characier
isb, then change the state to g, , replace b by B and move the pointer towards left, The transitions
defined for this can be of the form

5(‘?6’17}"”:(?4’B=L}

At this point, we know that the first character is b and last character isalse b. Now, reset the

read - write head to point to the first non blank character as shown in step 3.

Tastate ¢, , If the last character is B ( blank character ), itmeans that the givenstring is an
odd palindrome. So,replace B by B, change the state to ¢, and move the pointer towards right.
The transition for this can be of the form

_ F(gs.82=(q,,8,R)
Step4: In state g, ifthe first symbol is blank character (B), the given siring iseven palindrome
and so change the state to ¢, , replace B by B and move the read - write head towards right. The .
transition for this can be of the form
8(g:,B)y=(g;.8.RF)

Step 5: Resettheread - write head to point to the first non blank character. This can be dene
as shown below.

Ifthe first symbol of the string is a, step 2 is performed and ifthe first symbol of the stringis
b, step 3 is performed. After completion of step 2 ot step 3, ftis clear that the first symbol and the

Jast symbol match and the machine is currently in state g, . Now, we have to reset the read - write
head to point to the first nonblank character in the siring by repeatedly moving the head towards
left and remain in state ¢, . During this process, the symbols encountered may beaorbor B
{ blapk character ). Replacc aby a, b by b and move the pointer towards left. The transitions
defined for this can be of the form 8(q,,a)=(g,a,L)

F{g4:0)=(q. B, L)
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But, if the symbol B is encountered , change the state to g, replace B by B and move the pointer
towards right. the transition defined for this can be of the form

8{g4.B)=(g.8,R)
Afier resetting the read - write bead to the first non - blank character, repeat through step 1.
So, the TM to accept strings of palindromesover { a,b }isgivenby 32 (0, &, &, g5,8.F)

where 0= {4,.¢,.0,.9..9, %, des ¢} } Zefa B} T={ah BY; g, istheinitial state
Bisthe blank character; F={ ¢, }; 5 is shown below using the transition table

r
) b B

9 5 7,8, R
q, g,.B.R g,,B.R
q, g,,b0,R q,,8,L
g, - g, B, R
4 4,-b, L 4,B.R
q, g,.b.R g, B, L
4, - 4,8, L 7,,B. R

9, = o ]
The transition diagram to accept palindromes over { a, b }is given by

The reader can trace the moves made by the machine forthe strings abba, aba and asba and is
left as an exercise.
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Example 7 : Constructa Turing machine which accepts the iznguage of aba over T={a,b}.

Solution : ThisTM isonlyforL={ aba}
We will assume that on the input tape the string 'aba’ is placed like this

GTe To (5 [ 8]
2

The tape head will read out the sequence upto the B character if 'aba’ is readout the TM will
halt afler reading B.

. {na,R) {b.b.R} (e R)
Start @ @ s

(8,8,5)

The triplet along the edge written is { input read, output to be printed, direction)
Let us take the transition between start state and ¢, is( a, a, R ) thatis the current symbol

read from the tape is a then as a output a only has to be printed on the taps and then move the
tape head to the right. The tape will look Jike this

Again the fransition between g, and ¢, is (b, b, R}, That means read b, print b and move
right. Note that as tape head is moving ahead the states are getting changed.

N ENENE

The TM will accept the language when it reaches to halt state. Halt state is always a accept
state for any TM. Hence the iransition between ¢, and haitis (B, B, 8). This meansread B, print
B and stay there or there is no move left or right. Eventhough we write (B, B, L or (B, B,R)
it is equally correct. Because after all the complete input is already recognized and now we
simply want to enter into a accept state or final state. Note that for invalid inputs such as abb or
ab ot bab ..... there is either no path reaching to final state and for such inputs the TM gets
stucked in between. This indicates that these ail invalid inputs can not be recognized by our TM.

The same TM can be represented by another method of transition table
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a b
Start (ql 20y R} =

4 i (4,.5. %)

4 - (g,a.8) . =

q, - (HALT, B, 8)
HALT - -

Inthe given transition table, we write the {ripletin eachrowas :
(Next state, oufput to be printed, direction )
Thus TM can be represented by any of these methods.

Example 8 : Designa TMthatrecognizestheset L= {0"1"|nz0}.

Solution : Here the TM checks for each one whether two 0's are present in the left side. Ifit
match then only it halts and accept the string.

The transition graph of the TM is,

FIGURE : Turing Machine for the given language L= {("1"in2 0}

FORMAL LANGUAGES AND AUTOMATA THEORY

Page120




Example 11 : What does the Turing Machine described by the 5 - tuples,
(qo 301 ge :I:R)s(qa :;s q; >0,f"),(qa ] B; q: s‘Bs R} ¥

(4,,0.9..0, R). (g,.1,4.,,, B) and (q,.B.9,, B, R) .Dowhen given a bitstring
asinput ?

Solution : The transition diagram of the TM is,

oL R

FIGURE : Transition Diagram for the given TM
‘The TM here teads an input and starts inverting 0's to 1'sand 1's to O's till the first 1.
Aftor it has inverted the first 1, it read the input symbol and keeps itasitistill the next 1.
After encountering the 1 it starts repeating the cycle by inverting the symbol till next 1. thalts
when it encounters a blank symbol.

7.4 COMPUTABLE FUNCTIONS

A Turing machine is 2 language acceptor which checks whether a string x is accepied by a
language L. In addition to that it may be viewed as computer which performs computations of
functions from integers to integers. In traditional approach an integer is represented in unary, an
integer ;= 0 isrepresented by the string (.

Example 1 : 2 is represented as g2 . If a function has k arguments, i;, iz.,........d; , then these

integers are initially placed on the tape separated by 1's,as 0%10 % 1 1% .

Tf the TM halts ( whether in or not in an accepting state) with a tape consisting of ('s for some m,
then we say that £(i,, i,......iy) = m, where {is the function of k arguments computed by this
Turing machine.
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&g ) =gss B, 1)

6(g4,0) = (44, 0, L)

¥gy,0) = (g6, 0. R) :
Ifinstate ¢, aB is encountered before a 0, we have situation (i) described above. Enter state
g,and move left, changing all 1's to B 's until encountering a'B. This B3 ischanged back toa 0,
state g, isentered, and M balts,
6. o d(ge, D =(g: B, R)

3(gs,0) ={g;, B, B)

d(gs,1) = (g5, B, R)

5(gs5,B) = (g¢. B, R)
Ifin state g, a 1 is encountered instead of a 0, the first block of 0's has been exhausted, as in
situation (if) above. M enters state g, to erase the rest of the tape, then enters g, and halts.

Example 4 : Designa TM which computes the addition of two bosifwe integers.

Solution : Let TM M =(Q, {0, 1, #}, 8,5} computes the addition of two positive integers m
and n, It means, the computed fanction £{ m, n) defined as follows::

m+nlf m, ne i)

0 (n=n=0)

Jmn) ={

1 on the tape separates both the rumbers m and n. Foilowing values are possible form and .
1. m=n=0 (#1#.....istheinput),
2. m=0and p2 0 {10 isthe input },
3. mz0andn=0 (#0714 - 38 the input), and
4. meoand w20 { #0m10"% -.... isthe input)
Several techniques are possible for designing of M, some are as follows :
{2) M appends { writes) m after n and erases the m from the left end.

(b) M writes 0 in place of 1 and erases one zero from the right or leftend . Thisis possiblein
case of n 0 OF m=0 only. Ifm=0orn=0then 1 is replaced by #.

We use techniques (b) given above. M is shown in below figure.
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Lis replaced by ¢

in ndvance

9&(\ ' ;[/,L= 0
0.0, 8 1,9 r
i 2 Yot ;

Binee, 1 is replaced by Oin
advance, 50 srase one D ifn =
FIGURE : TM for addition of two positive integers

7.5 RECURSIVELY ENUMERABLE LANGUAGES
Alanguage Loverthealphabet 5 iscaﬂedmnsiveiymmmbleifmereisaTMMﬂmaowptcverywmﬂ
inlandeither rejects  arashes) or Joops forevery word inlanguage L thecomplement of L.

Accept(M) =L

Reject (M) + Loop (My=L'
When TM M is still running on some input { of recursively enumerable languages ) we can never
tell whether M will eventually accept if we let it run for long time or M will run forever ( in loop).

Example : Consider alanguage (a+b)*bb(a+b)*

TM for this language is, (b, 5, R} (8,8, R)

®.bR) T R

(&2 &)

FIGURE : Turing Machine for (a+b)*bb(a+b}*

Here the inputs are of three tfypes.

1. All words with bb = accepts (M) as soon as TM sees two consecutive b's it halis.

2, All strings without bb but ending in b = rejects (M). When TM sees a single b, it enters
state2. If the string is ending with b, TM will halt at state 2 which is not accepting state.
Hence it is rejected. :

All strings without bb ending in ‘& or blank B'=loop (M) here when the TM sees fastait
enters state 1. Tn this state on blank symbol it loops forever.
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Recursive Language

Alanguage L over the alphabet ¥ iscalled recursive if there is a TM M that accepis every word
inLandrejectseverywordinL'i. e.,

accept (M)=L
reject (M) =L

loop (M) = 4.

Example :Consideralanguageb(a+h)¥ . ltisrepresented by TM as:

(o))

FIGURE : Turing Machineforb(a+b)*

This TM accepts all words beginning with 'b' because it enters halt state and it rejects all words
beginning with a because it rernains in start state which is not accepting state.

A language accepted by a TM is said o be recursively enumerable languages. The subclass of
recursively enurnberable sets (1. €) are those languages of this class are said to be recursive sets
or recursive language. -

7.6 CHURCH'S HYPOTHESIS

According to church's hypothesis, al! the functions which can be defined by human beings can be
compurted by Turing machine. The Turing machine is believed to be ultimate computing machine.

The church's original staternent was slightly different because he gave his thesis before machines
were actually developed. He said that any machine that ean do certain list of operations will be
able to perform all algorithms. T™ can perform what church asked, so they are possibly the
machines which church described.

Church tied both recursive functions and computable fimctions together, Every partial recursive
function is computable on TM. Computer models such as RAM also give rise to partial recursive
functions. So they can be simulated on TM which confirms the validity of chuwrches hypothesis.

Importantof church's hypothesis is as foliows .
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First we will prove certain problems which catmot be soived using TML

If churches thesis is true this implies that problems cannot be solved by any computer or any
progranuming languages we might every develop. '

Thus n studying the capabilities and Timitations of Turing machines we are indeed studying
the fundamental capabilities and limitations of any computational device we might even
construct.

It provides a general principle for algorithmic computation and, while not provable, gives strong
evidence that no more powerful models can be found.

7.7 COUNTER MACHINE

Counter machine has the same structure as the multistack machine, but in place of each stack is
acounter. Counters hold any non negative integer, but we can only distinguish between zero and
NON 2710 Counters.

" Counter machines are off - line Turing machines whose storage tapes are semi - infinite, and
whose tape alphabets contain only twa symbols, Z and B ( blank). Furthermore the symbol Z,
which serves as a bottom of stack marker, appears initially on the cell scanned by the tape head
and iay never appear on any other cell. An integer i can be stored by moving the tape head i
cells to the right of Z. A stored number can be incremented or decremented by moving the tape
head rightor left. We cantest whether a number is zero by checking whether Z is scanned by the
head, but we cannot directly test whether two numbers are equal.

! iﬁ! Read-only Input I Sl

Finite
Conirol

HOERENOODE

BO0S0DDE

FIGURE : Counter Machine
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¢ and g are customarily used for end markers on the input. Here Z is the non blank symbol on

each fape. An instantaneous description of a counter machine can be described by the state, the
input tape contents, the position of the input bead, and the distance of the storage heads from the
symbol Z ( shown here as 4, and 4, ). We call these distances the counts on the tapes. The
counter machine can only store a count an each tape and tell if that court is zero.

Power of Counter Machines

- Bvery Janguage accepted by a counter Machine is recursively enumerable.
- Every language accepted by a one - counter machine is a CFL s0 2. one - countet machine
is a special case of one - stack machine i. e..a PDA. -

7.8 TYPES OF TURING MACHINES

Various types of Turing Machines are -

i Withmultiple tapes, 2

fi. ‘Withone tape but multiple heads.

iil. Withtwo dimensional tapes.

v. Nondeterministic Turing machines,
Ttis observed that computationally all these Turing Machines are equally powerful. That means
one type can compute the same that other can. However, the efficiency of computation may
vary.
1. Turing machine with Two - Way Infinite Tape :
This is a TM that have one finite control and one tape which extends infinitely in both directions.

Accept/Rejuct
e tthin s st -

HENEEERNERRN

tape

FIGURE : TM with infinite Tape

It surns out that this type of Tiring machines are as poﬁrerﬁﬁ as one tape Turing machines whose
tapehasaleftend.
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. Muitiple Turing Machines :

Einite AcceptReigct
control

I
woos LT T TT
erez T T T1 LT

woes [ 1 [ | 1]
FIGURE : Multiple Turing Machines

Amultiple Turing machine consists of a finite control with k tape heads and k tapes, each tape is
infinite in both directions. On a single move depending on the state of the finite control and the
symbol scanned by each of the tape heads, the machine can ;

1. Change state.

2. Printa new symbo! on each of the cells scanned by its tape heads.

3. Moveeachofits tape heads, independently, one cell to the lefforright orkeep it statzonary

Initially, the input appears on the first tape and the other tapes are blank.
3. Nondeterministic Turing Machines :

Anondeterministic Turing machine is a device with a finite control and a single, one way infinite
tape. For a given state and tape symbol scanned by the tape head, the machine has a finite
number of choices for the next move, Each choice consists of anew state, a tape symbol to print,
and a direction of head motion, Note that the non deterministic TM is not permitted to make a
move in which the next state is selected from one choice, and the symbol printed and/ or direction
of head motion are selected from other choices, The non deterministic TM accepts its input if any
sequence of choices of moves leads to an accepting state.

As with the finite autotnaton, the addition of nondeterminism to the Turing machine does not
allow the device to accept new languages.
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4. Multidimensional Turing Machines :

FIGURE : Multidimensional Turing Machine

The multidimensional Turing machine has the usual finite control, but the tape consists of a
k - dimensional array of cells infinite in all 2k directions, for some fixed k. Depending on the state and
symbol scanped, the device changes state, prints a new symbol, and moves its tape head inoneof 2k
directions, either positively or negatively, along one ofthek axes. Initially, the input is along one axis,and
the head is at the left end of the input. At any time, only a finite number of rows in any dimsenston
contains nonblank symbols, and these rows ach have only a finite number of ponblank symbols
5. Multihead Turing Machines :

RTINS

control

head 1 hoad
head 2

I T
1o

e

FIGURE : Multihead Turing Machine

Ak - head Turing machine has some fixed number, k, of heads. The tieads are numbered 1 through
k, and a move of the TM depends on the state and on the symbol scanned by each head, In one
maove, the heads may each move independently left, right or temain stationary.

6. Off - Line Turing Machines : ;

Tinise
Control

Ell‘.fii}!m

. :
0 O 2 B

gl :
S O O I
FIGURE : Off - line Turing Machine
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COMPUTABILITY THEORY

After going through this chapter, you should be able to understand :

- Chomsky hierarchy of Languages
Linear Bounded Automata and CSLs
LR {0} Grammar
Decidability of problems
UTMand PCP
P and NP problems

8.1 CHOMSKY HIERARCHY OF LANGUAGES

Chomsky has classified all grammars in four categories { type 0 to type 3 }based on the right
hand side forms of the productions.

(a) Type 0

These types of grammars are also known as phrase structured grammars, and RHS ofthese are
fiee from any restriction. All grammears are type () gramraars,

Example : productions of types AS—» aS, SB-» §5.8 —»¢ are type 0 production.
(b) Type 1

We apply some restrictions on type 0 grammars and these restricted grammars are knownas
type 1 or context - sensitive grammars (CSGs). Suppose a type 0 production yad —» 156

and the production e -> # is restricted such that | i< | gland f#e. Then theso type of
productions is known as type 1 production. Ifall productions of a grammar are oftype 1 production,
then grammar is known as type 1 grammar. The language generated by a context - sensitive
pgrammar is called context - sensitive language (CSL).
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In CSG, there is left context or right context or both. For example, consider the production
adf—s caff Inthis, o isleft contextand £ is right context of Aand A is the variable which is
replaced.

The production of type $ -» ¢ isallowed intype 1 if ¢isinL(G), but § should not appear on
right hand side of any production.

Example : productions § —» 48,5 —» €,4 > ¢ arctype 1 productions, but the production
oftype A — Sc isnotallowed . Almost every language can be thought as CSL.

Note : Iflefi or right contexi is missing then we assume that ¢ is the context.
{c} Type 2

We apply some more restrictions on RHS of type 1 productions and these productions are
known 2s type 2 or context - free productions. A production of the form a— 8, where

@, f el uH* is known as type 2 production. A grammar whose productions are type 2
production is known as type 2 or context - free grammar (CFG) and the languages generated by

tiris type of grammars is called context - free languages (CFL).
Example : §—>5+8,5->S5*S, §->id are type 2 productions.

(d) Type3

This is the most restricted type. Productions of types 4 — g or 4 — aB|Ba ,where 4, Be¥ ,

and o e % areknown as type 3 or regular grammar productions. A production of type 8 -» € is
alsoallowed, if g isin generated language.

Example : productions §-»aS, §— ¢ are type 3 productions.
Left - linear production : Aproductionoftype 4 -» Ba iscalled left - Jinear production.
Right-Tinear production : Aproductionoftype 4 —» aB is called right - inear production.

Aleft - linear or right - linear grammar is called regular grammat. The language generated by a
regular gravomear is known as regular language.
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8.2 LINEAR BOUNDED AUTOMATA

The Linear Bounded Automata (LBA) is a model which was originally developed as a model for
actual computers rather than model for computational process. Alinear bounded automatonisa
- testricted form of a non deterministic Turing machine.

Alinesr bounded antomaton s a multittack Toring machine which has only ene tape and thistape
is exactly of same length as that of input.

“The lincar bounded automaton (LBA) accepts the string in the similar manner as that of Turing
machitie does. For LBA halting meansaccepting. In LBA computation is restricted to an area
bounded by length of the input. This is very much similar to programming environment where size
of variable is bounded by its data type.

< a a a

7

Lefiend
marker

Pinite
control

FIGURE : Linear bounded automaton

The LBA is powerful than NPDA but less powerful than Turing machine. The input is placed on
the input tape with beginning and end markers. In the above figure the input is bounded
by <and>. :

A linear bounded automata can be formally defined as:

LBA is 7 - tuple on deterministic Turing machine with
Mm(Q, T, 5a Gos Daccept » ‘?rcjeci} hav;ng
. Two extra symbols of left end marker and right end marker which are not elementsof 1.
2. Theinput lies between these end markers. _
The TM cannot replace < or > with anything else nor move the tape head left of < or
rightof >,
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8.3 CONTEXT SENSITIVE LANGUAGES (CSLs )

"The context sensitive languages are the languages which are accepted by Hnear bounded automata.
These type of lanpuages are defined by confext sensitive grammar. In this grammar more than
one terminal or non terminal symbol may appear on the left hand side of the productionrule.
Alongwith it, the context sensitive grammar follows following rules:

i Thenumber of symbols on the left hand side must not exceed number of symbols on the
right hand side.

ii. Therule ofthe form 4 -»>¢ isnotallowed unless Aisa start symbol. It does not ocour
on the right hand side of any rule.

The classic example of context sensitive languageis £ = {a" #* ¢” {n 2 1} . Thecontext sensitive

graramar can be writtenas :

aBC
SABC
AC
AB
BC

a4

ab

bb

be

ce

CB

bB
bC
cC

I T R R R E

Now to derive the string aabbee we will start from start symbol :
s mleS - SARC
SABC mle§ —» aBC
aBCABC rule CA —» AC
aBACBC rule CB -5 BC
aBABCC ruleBA AB
aABBCC ruleaA -y aa
aaBBCC muleaB ab
aahBCC rulebB - bb
aabbCC mlebC - be
aabbeC rulecC - ce
aabbee
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Note : The language " »" " where ;> 1 isrepresented by context sensitive grammar but it
cannot berepresented by context free grammar,

Every context sensilive language can be represented by LBA.

8.4 LR (k) GRAMMARS

Before going to the fopic of LR (k) grammar, let us discuss abowut some concepts which will be
helpful understandingit,

[in the umit of context free grammars you have seen that to check whether a particular string is
accepted by a particular grammar or not we try to derive that sentence using rightmost derivation
or leftmost derivation. Ifthat string is derived we say that it is a valid string,

Example :

E—>E+T|T
T T*F|F
Fosid | (E)

Suppose we want to check validity of a string id +id * id . Its rightmost derivationis
£ = E+T
E+T*F
E+T*id
E+ F¥id
E+id*id
Tvid*id
F+id*id
id + id *id

prvan ]
=
>
et
=
=
=

FIGURE(a) : Rightmost Derivationof id +id * id

Since this sentence is derivable using the given grammar. Itisa valid string. Here we have checked
the validity of string using process known as dezivation.
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Inreduction process we have seen that we repeat the process of substitution until we get starting
state. But some times several choices may be available for replacement. In this case we have to
backtrack and try some other substring . For certain grammars it is possible to carry out the
process in deterministic. {i. e., having only one choice at each time ). LR grammars form one
such subclass of context free grammars. Depending on the number of look ahead symbolized to
determine whether a substring must be replaced by a non terminal or not, they are classified as
LR, LR(}).... and in general LR(K) gratmmars.

LR(K) stands for left to right scanning of inpui string using rightmost derivation in reverse
order { we say teverse order because we use reduction which is reverse of derivation } using
look ahead ofk synibols.

8.4.1 LR(0) Grammar

LR(0) stands for left to right scanning of input string using rightmost derivation in reverse order
using 0 look ahead symbols, '

Before defining LR(0) grammars, let us knowabout few terms.

Prefix Property : Alanguage Lis said to have prefix property if whenever win L, no proper
prefix of wis in L. By introducing marker symbol we canconvert any DCFL to DCTL with prefix

property. Hence I$ = { w$|w e L} isa DCFL with prefix property whenever wis inL.
Exampie : Consider a language L= { cat, cart, bat, art, car } . Here, we can see that sentence
cartis in Land its one of the prefixes car is also is in L. Hence, it is not satisfying property. But
1% ={cat$,cart$, bat$ art§,car§ }

Here, cart $ is in L$ but its prefix cart or car are not present in L$. Similarly no proper prefix is
present in L. Hence, it is satisfying prefix property.

Note : LR(0) grammar generates DCFL and every DCFL with prefix property has a LR(0)
graminar.

LR ftems

Anitem for a CFG isa production with dot any where in right side including beginning orend. In
case of ¢ production, suppose 4—> € 4—» . isanitem.
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Computing Valid Hem Sets

viable prefixes. We group items together into sets which give to states of DFA. The iterns may be
viewed as states of NFA and grouped items may be viewed as states of DFA obtained using
subset construction algorithm.

To compute valid set of ftems we use two operations goto and closure.
Closure Operation

TtTis asetof items for a grammar (3, then closure (T} is the set of items constructed from Iby two
rules. . ;
1. Initially, every item is added to closure (1),
2. If 4 - BA isinclosure (Qand B . § is productionthen add item g § tolifitis
not already there. We apply this rule until ne more new iterns can be added to closure (I).

Example : Forthe grammar,

§ - §
S > cdd
4 - a

If & - § issctofoneiteminstatethenclosure of Tis,
L: 8 = 5

S = eAD

The first item isadded usingrule 1 and § —» .cAd is added using rule 2. Because ' . 'is

followed by nonterminal 5 we add items having SinLHS.In § — c4d '.'isfollowed by
terminal so 1o new item is added.

Goto Function : It is written as goto ( L, X) where Lis set of items and X is grammar symbol.

If A —» . X isinsome item set I then goto (I, X ) will be closure of set of all items 4 - o X 5.
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FIGURE(a) : DFA whose States are the Sets of Valid tems

Definition of LR(0) Grammar : We say G is an LR (0) grammar if,

1. Itsstart symbol doesnot appear on the right hand side of any production and

2. Forovery viable prefix 7 of G whenever 4 -« is a complete item valid for ¥ , then o
ather complete item nor any item with terminal to the right of the dot is valid for 7 .

Condition 1 : For a grammar to be LR(0) it should satisfy both the conditions. The first

condition can be made o satisfy by all grammars by introduction of a new production 8-> § is

kmown augmented grammat.

Condition 2 : Forthe DFA shown in Figure(a), the second condition is also satisfied because

inthe ftem sets 1,, 1, and J, each containing a complete itern, fhere areno other complete items

nor any other conflict.

Example : Consider the DFA given in figure(b).

FIGURE(b) : DFAfor the given Grammar
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Tiach problem P is a pair consisting of a set and a question, where the question can be applied to
each element in the set, The set is cafled the domain of the problem, and its clements are called
the instances of the problem.

Example :

Dornain = { All regular languages over some alphabet 5 i
Instance : L={w:wisawordover ¢ endinginabb},
Question : Is union of two regular languages regular ?

851 Decidabte and Undecidable Problems

Avproblem is said to be decidable if
1. Itslanguage is recursive, or
2. Ithas solution

Other probiems which do not satisfy the above are undecidable. We restrict the answer of
decidable problems to " YES" or "NO" . If there is some algorithm exists for the problem, then
outcome of the algorithm is either "YES” or "NO" but not both. Restricting the answers to only
"YES" or "NO™ we may not be able to cover the whole problems, still we cancover 4 lotof
problems. One question here. Why weare restricting our answers to only "YES" or "NO™? The
answer is very simple ; we want the answers as simple as possible.

Now, we say " If for aproblem, there exists an algorithm which 1ells that the answer is either
"“YES" or "NO" then problem is decidable.”

If for a problem both the answers are possible ; some times "YES" and sometimes "™NO",
then problem is undecidable.

8.5.2 Decidable Problems for FA, Regular Grammars and Regular Languages

Some decidable problems are mentioned below :

1. Does FAacceptregular language ?

2. Isthe power of NFA and DFA same 7

3. [, and I, are two regular languages, Are these closed under following !
{ay  Union
()  Concatenation
(c) Intersection
(@)  Complement
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6. Wehave following co - theorem based on above discussion for recursive emumerable and
recursive languages.

LetLand T aretwo languages, where 7 the complement of L, then one of the following
istrue:

(=) Both Land 7 arerecursive languages,

{(b) Neither Lpor | istecursive languages,

(¢) IfL is recursive enumerable but not recursive, then 7 is not recursive enumerable and
vice versa. :

Undecidable Problems about Turing Machines

In this section, we will first discuss about haiting problem in generel and then about TM.
Halting Problem (HP)

The halting problem is 2 decision problem which is informally stated as follows:

"Givena description of an algerithm and adescription of its initial arguments, determine whether
the algorithm, when executed with these arguments, ever halts, The alternative is that a given
algorithm runs forever without halting.”

Alan Turing proved in 1936 that there is no general method or algorithm which can solve the
halting problem for all possible inputs. An algorithm may contain loops which may beinfinite or
finite in length depending on the input and behaviour of the algorithm. The amount of work done
in an algorithm usually depends on the input size, Algorithms may consist of various murnber of
loops, nested or in sequence. The HP asks the question :

Given aprogramand an inputto the program, determine if the program willeventually stop when
itis given that inpuet 7

One thing we can do here to find the solution of HP. Let the program run with the given input and
if the program stops and we conclude that problem is solved. But, ifthe program doesn't stop in
a reasonable amount of time, we can not conclude that it won't stop. The questionis : "how long
we can wait ... 7" . The waiting time may be long enough to exhaust whole life. So, we can ot
take it as easier as it seems to be. We want specific answer, either "YES" ot "NQ", and hence
some algorithm to decide the answer.
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Now, we analyse the following :
1. If H outputs "YES" and says that Q halts then Q itsell would loop ( that's how we
constructed it}
2. IfHoutputs "NO" and says that Q loops then Q outpits "YES” and will halts,
Since, ineither case H gives the wrong answer for Q. Therefore, i cannot work inall cases
and hence can't answer right for all the inputs. This confradicts our assumption made earlier for
HP Hence, HPisundecidable.

Theorem ; HP of TM is undecidable.
Proof : HP of TM means to decide whether or nota TM halts for some input w. We can prove
this following the similar steps discussed in above theorern.

2.6 UNIVERSAL TURING MACHINE

The Church - Turing thesis conjectured that anything that can be done on any existing digital
computer can also be done by a TM. To prove this conjecture. A. ML Turing was able fo construct
a single TM which is the theoretical analogue of a general purpose digital computer. This machine
is called a Universal Turing Machine (UTM). He showed that the UTM is capable of initiating
the operation of any other TM, that is, it is a reprogrammable TM. We can definethis machine in
more formal way as follows

Definition : A Universal Turing Machine  denoted as UTM) isa TM that cantake as input an
arbitrary TM 7, with anarbitrary input for 7, and then perform the executionof 7, onitsinput.

What Turing thus showed that a single TM can acts like a general purpose computer that stores
aprogram and its data in memory and then executes the program. We can describe UTM asa3

- tape TM where the description of TM, T, and its nput string x e 4" are stored initially on the

firsttape, 1,. The second tape, ¢, used to hold the simulated tape of 7, , using the same format
as used for describing the TM, 7, . The third tape,, ¢, holds the state of T,

!
] = [~

Clesceipition of Ta with its inpulx

Controk
Uit o b

af LM ;

“Tape contents of Ta

satenl Ta
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Now, suppose that a Turing machine, T, , is consisting of a finite number of configurations,

denoted by, ¢, 6» €355 €, andlet &, G, y,-.rs €, represent the encoding of them. Then, we _

can define the encoding of 7, as follows :
P HE BT R
Here, * and # are used only as separators, and cannot appear elsewhere. We use a pair of #s to

enclose the encoding of each configuration of TM, T,

The case where 8(s,a) is undefined can be encoded as follows

470G 084
where thesymbols ¥ , @ and 7 stand for the encoding of symbols, s, a.and B ( Blank character),
respectively.

Working of UTM

(siven a description of a TM, T, and its inputs representation on the UTM tape, ¢, and the

starting symbol ontaps , 1,, the UTM starts executing the quintuples of the encoded TM as -

follows:

1. The UTM gets the current state from tape, #, and the current input sywbol fron tape ¢, .

2. then, it matches the curren state - symbol pairto the state symbol pairs in the program listed
ontape, f,. '
if no match occurs, the UTM halts, otherwise it eopies the next state into the current state
cell of tape, 1,, and perform the corresponding write and move operations on tape, f, .
if the carrent state on tape, #, is the halt state, then the UTM halts, otherwise the UTM goes
back to step 2.

8.7 POST'S CORRESPONDENCE PROBLEM (PCP)

Post's cotrespondence problem is a combinatorial problem formulated by Emil Post in 1946.
This problem hasmany spplicationsin the field theory of formal languages.

Definition :

A correspondence system P is a finite set of ordered pairs of nonempty strings over somealphabet.
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Here, u, =5, u; =a, u; =abe, py=ca, v,=ab, ty=c.

Wehaveaselution w=u ) = 0 =abea -

8.8 TURING REDUCIBILITY
Reduction is a technigue in which if a problem A is reduced to problem 1B then any solution of B

solves A. In general, if we have an algorithm to convert some instance of problem A fo some
instance of problem B that have the same answer then it is called Areduces to B.

FIGURE: Reduction

Definition : Let Aand B be the two sets such that 4, B < N of natural numbers, Then A s
Turing reducible to B and denotedas A<, B.

Tfthere is an oracle machine that computes the characteristic function of A when it is executed
with oracle machine for B.

This is also called as Ais B - recursive and B - computable. The oracle machine is an abstract
machine used to study decision problem. It is also called as Turing machine with blackbox.

We say that Ais Turing equivalentto Bandwrite 4 =, Bif A5, Band B2, 4.
Properties :

1, Every setis Turing equivalent to its complement.

2. Bvery computable set is Turing equivalent to every other computable set.

3. A<, BRand B, Cthen 4%, B.

8.9 DEFINITION OF P AND NP PROBLEMS

A problem is said to be solvable if it has an algorithm to solve it. Problems can be categorized
into two groups depending on time taken for their exeention.
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i. The problems whose solution times are bounded by polynomials of small degrec.
Example: bubbie sort algorithm obtains n numbers in sorted order in polynomial time

Ptn) = n* —2n+1 wheren s the length of input. Hence, it comes under this group.

Second growp is made up of problems whose bestknown algorithm are non polynomial
example, travelling salesman problem has complexity of O( n* 27y whichis exponential.
Hence, # comes under this group.

Aproblem can be solved if there is an algorithm to solve the given problem and time required is
expressed asa polynomial p(n), n being length of input string. Theproblems of first group are of
thiskind.

The problems of second group require large amount of time to execute and even require moderate

size so these problems ave difficult fo solve. Hence, problems of first kind are tractable or easy
and problems of second kind are intractable orhard.

8.9.1 P-Problem

P stands for deterministic polynomial time. A deterministic machine at each time executes an
instruction. Depending on instruction, it then goes to next state which is unique.

Hence, time complexity of deterministic TM is the maximum number of moves made by Mis
processing any input stting of length n, taken over all inputs of length n.

Definition : Alanguagel.is said to be in class Pif there exists a( deterministic) TM M such
that M is of time complexity P(n) for some polynomial P and M accepts L.
Class P consists of those problem that are solvable in polynomial time by DTM.

892 NP -Problem

NP stands for nondeterministic polyxiomiai iime.

The class NP consists of those problems that are verifiable in polynomial time. What we mean
hete isthat if we are given certificate of asolution then we can verify that the certificate is correct
in polynomial ime in size of input problem.
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8.10 NP - COMPLETE AND NP - HARD PROBLEMS

A problem S is said to be NP- Complete problem if it satisfies the following two conditions.
1. S eAP,and

2. For every other problems §, e NP for some iw=1, 2, », there is polynomial ~ time
transformation from S, 0 § i.e. everyprobleminNP class polynomial - time reducibleto S.
We conclude one thing here that if $, is NP - complete then S is also NP - Complete.

As aconsequence, if we could find a polynomial time algorithm for S, then we can solve all NP
problems in polynomial time, because all problems in NP class are polynomial - time reducible to
each other.

"A problem P is said to be NP - Hard if it satisfies the second condition as NP - Complete, but
not necessarily the firstcondition ", '

The notion of NP - hardness plays an important role in the discussion about the relationship
between the complexity classes P and NP, Itis also often used to define the complexity class NP
- Complete which is the intersection of NP and NP - Hard. Consequently, the class NP - Hard
can be understood as the class of problems that are NP - complete or harder.

Example : AnNP-Hard problem isthe decision problem SUBSET - SUM whichisas follows.

" Givern a set of integers, do any non empty subset of them add up to zero? Thisisa yes/no
question, and happens to be NP - complete .

There are also decision problems that are NP - Hard but not NP - Complete , for example, the
halting problem of Turing machine. Tt is easy to prove that the halting problem is NP - Hard but
not NP - Complete. It is also casy to see that halting problem is not in NP since ali problems in
NP are decidable but the halting problem is not ( voilating the condition first given for NP -
complete languages ).

1 Complexity theory, the NP - complete problems are the hardest problems in NP class, in the
sense that they are the ones most likely not to be in P class. The reeson is that if we could find a
way to solve any NP - complete problem quickly, then you could use that algorithm to solve all
NP problems quickly.

Atpresent time, all known algorithms for NP - complete problems require time which is exponestial
in the input size. i is unknown whether there are any faster algorithms for these are not.
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PART-A

Answer any four Questions Marks [20]

1. a) a finite automaton accepting all strings over {0, 1} having even number of 0’s and
number of 1’s ?
b) Construct a finite automaton accepting all strings over {0, 1} starts with abb?

2. Construct a DFA for the regular expression (0+1)* using indirect method?

3. a) List down the Identity Rules for the Regular Expression?
b) Explain the Arden’s theorem?

4. Explain with an example about Minimization of the DFA?
5. What is Grammar ? Explain CFG with an example ?

6. Explain pumping lemma concept with an example ?
PART -B

Multiple choice questions Marks [ 5]

1. There are tuples in finite state machine. [ ]
a)4

b) 5

c)6

d) unlimited

2. Transition function maps. [ ]
AX*Q->Z
b)Q*Q->X
O)X*T->Q
d)Q*x->Q

FORMAL LANGUAGES AND AUTOMATA THEORY
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3. Number of states requires accepting string ends with 10. [ ]
a)3

b) 2

c)1

d) can’t be represented.

4. Extended transition function is. [ ]
a) Q*X*->Q

b)Q*E->Q

c) Q¥ *X* >%

dQ*X->X%

5. 8*(q,ya) is equivalent to . [ ]

a) 8((qy)-a)

b) 8(8*(q.y).a)

¢) 8(q,ya)

d) independent from o notation

6. String X is accepted by finite automata if [ ]
a) 6*(q,x) E A

b) d(q.x) E A

¢) 0*(Q0.x) E A

d) 6(Q0,x) E A

7. Languages of a automata is [ ]
a) If it is accepted by automata

b) If it halts

c¢) If automata touch final state in its life time

d) All language are language of automata

8. Language of finite automata is. [ ]
a) Type 0
b) Type 1
c) Type 2
d) Type 3

9. Finite automata requires minimum number of stacks.
a)l

b) 0

c)2

d) None of the mentioned

10. Number of final state require to accept @ in minimal finite automata. [ |

a)l

b) 2

c)3

d) None of the mentioned

FORMAL LANGUAGES AND AUTOMATA THEORY IIB.TECH-IISENA



Fill in the Blanks Marks [5]

11. How many DFA’s exits with two states over input alphabet {0,1}

12. The basic limitation of finite automata is that

13. Moore Machine is an application of

14 . In Moore machine, output is produced over the change of -

15. The finite automata is called NFA when there exists for a specific input from current
state to next state

16. e-closure of state is combination of self state and

17. In mealy machine, the O/P depends upon

18. The major difference between Mealy and Moore machine is about -
19. Mealy and Moore machine can be categorized as:

20.An e-NFA is tuple representation.
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N Answer any two questions, Fach question carries 5 marks, Marks Level of Bloasm CO
Taxonony
1. a) a finite automaton accepting all strings over {0, 1} having even number of 0's
and even number of 15 7 ] . 3 i
1 b} Construct a finite sutomaton accepting all strings over {0, 1} starts with abb? 3 ANALYZE col
2 Construct a DFA for the  regnlar expression (04 1)* using indirect method?
2 5 ANALYZE Ol
3. ay List down the Identity Rules for the Regular Expression?
3 ) Explain the Arden’s theorem? 5 REMEM BER 02
4 | % Explain with an example shout Minimization of the DFA? 5 UNDERSTAND co2
5 |5 What is Grammar 7 Explain CFG with an example 7 5 REM EMBER CO3
6 f, Explain pumping lemma concept with an example 7 5 UNDERSTAND 03
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Previous year questions

Code No: 134BD
JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD

v

R16

B.Tech I1 Year I1 Semester Examinations, April - 2018
FORMAL LANGUAGES AND AUTOMATA THEDRY

(Comman to CSE. IT)
3 Hours Max. Marks: 75
N Thi

stion paper contains two parts A and B.
is compulsory which carries 25 marks. Answer all guestions in Pamt A
consists of § Units. Answer any one full question from each unit. Each question
e arks and may have a, b, ¢ as sub questions.

PART- A
{25 Marks)
l.a) Define DFA. [2]
bi  Write about the i Finite Automata? [3]

¢} If a Regular grammar
dy  Construct a regular gr
el  For the Grammar {5=*

r 5*a5/a Find DFA (M) accepting L(G)? [2]
0°1 lin==1}.
/55Mba) construct Left most derivation for the

3]

string aabhaaa? [2]
f)  Define Push Down Automata. (3]
gl What is the purpose of studying Tur ina? [2]
hy  Write a Context free grammar for the Yang '1"/n==1}. [3]
i} Give anexample of un decidable prﬂb]em6r‘ [2]
jb Define Post correspondence Problem. N [3]
PART-B 0
{50 Marks)
2a)  Construct Minimum state Automata for the following DEA? b : )
* denotes final state
i 0 [
201 g2 46
0 gl 03
*ga 2 i
04 gl g2 A
% qd 05
*nf g5 g4
by Differentiate between NFA and DFA. [B=4]
OR
3.a3)  Design DFA for the following over {ab}.
i} All serings containing not more than three a's.
ii} All strings that has at least two occurrences of b between any two occurrences of a.
by Construct a DFA sccepting the set of all strings ending with 007 [5=5]

FORMAL LANGUAGES AND AUTOMATA THEORY
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d4.a)  Define Regular Expression? Explain about the Properties of Regular Expressions.
by Construct a DFEA for the Repular Lanpuage consisting of any number of a's and b's.

[5+5]
OR -
.4 Construct a DFA for the Regular expression (0+1) (00+11) {0+1)".
Explain about the identity rules of Regular Expressions, [5+5]
) efine Ambiguous Grammar, Check whether the grammar.
p*aAB, A=bCicd, C<od, B2 o/d Is Ambiguous or not?
ot a PDVA for the following grammar 5= A A, A=*SAM. [5=5]
OR
T.a) w for every PDA there exists a CFG such that L{G)=N(F).
by Conygt the r 5044, A <05/150 to a PDA that Accepts the same Language
by Empiy ; [5=5]
Ba) Construct a R ine that will accept the Lenguage consists of all palindromes of
"5 and 157
by Explain about t T achine. [5+5]
OR
9.a) Obtain GNF for S ABSADE F5A/A.
by Design a Turing Machine To 0'1"'m,n==1}. [5+5]
I0.a) Discuss in brief sbowt NP Hard problems!
b] Explain about the Decidability and ility Problems. [5=5]
1l.a) Give an overview of recursively enumera EULAgE.

b} Give the correspondence between P, NF an

v problems, [5=5]
00000 b D
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Code No: 134BD R16
JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD
B.Tech IT Year II Semester Examinations, July/August - 2021
FORMAL LANGUAGES AND AUTOMATA THEORY

{Common to CSE, 1T)

Time: 3 hours Max. Marks: 75
Answer any five questions

All questions carry equal marks

La)  Define Finite Automata. Explain about the model of Finite Automata.
by Design a NFA for the following language L= {0101" where n=0}. [T+8]

2a)  Construct Mindtmuem state Automata for the following DFA.
= denotes final state

A ] 1
-l 02 03
q2 q3 g3
*q3 04 03
qd V] a3
s q2 03
b} Explain in detail about Melay and Moore Machines. |B+7]

da)  Construct Finite Automata for the regular Expression 1000+ 10) %007
b} Explain about the Closure Properties of Regular sets. [B+T]

4.a)  Show that I_={az".l'n-:l]} is Regular.
b} Constrict a NFA equivalent to the regular expression 10{0+11)0 1. |7+B]

J.a) Construct a PDA for L=1‘l1.-'.'n:1.-'.'R fwe (D+1)*}

L)  Explain in brief about decision properties of context free languages. |7+B]
G.a)  Define Turing Machine. Explain about the Model of Turing Machine.

L) Obtain the Chomsky normal of the following grammar E2E+T/T, T=a/CE. [7+8]
T.a)  Construct Turing machine for the languages containing the set of all strings of balanced

paranthesis?

b} Discuss in brief about “church hypothesis™. [B+T]
Ba)  What is decidability? Explain in brief about any two undecidable problems.

b}  Explain about Universal Turing hMachine. [B+7]

-0 on---
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Code No: 134BD R16
JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD
B.Tech IT Year IT Semester Examinations, May - 2019
FORMAL LANGUAGES AND AUTOMATA THEORY

v

({Common to CSE, IT)
ours
ote: is question paper contains two parts A and B.
Par

Max. Marks: 75

isgompulsory which carries 25 marks. Answer all questions in Part AL
consists of 5 Units. Answer any one Full question from each unit.

Eacit qu

1.a)  Define Kleene Clo
b}  Define Moore Mac
¢} Define a Regular Exp
d)  Find the simplified regul

Frte +1*) +1°7

e} Define Context Free Grammar.
fl Define Push Down Automata,
gl Define Turing machine.
Il What is Chomsky Normal Form?
i) What is undecidable problem?

7>

i Compare recursive and recursive enumerable hngl@D

PART - B

2. Construct NFA with £ which accepts a language consist
0"s followed by any number of 1°s followed by any number of ¥s Aj

NFA without & transitions.

carries 10 marks and may have a, b as sub questions.

(25 Marks)
12]
[3]
[2]

3]
2]
3]
2]
3]
2]
3]

(50 Marks)
strings of any number of
I convert into

[10]
OR
3 Construct the Moore machine to determine residue mod 3 and i hAealy
machine. )]D
4.a)  Test whether the following two FSEM's are equivalent.
M1 0 1
M2 0 1
+A B D
=P R R
A C
Q R P
C D B @I Q
P
® | c | a

b}  Apply pumping lemma for the language L={a"/n is
repular?

FORMAL LANGUAGES AND AUTOMATA THEORY

prime} and prove that it is not
[5+5]
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a Construct the regular expression corresponding to the language accepted by following
DFA. [10]

-a) b on left most derivation and right most derivation.
i down Automata for L= {a™" [n= 1! 3. [5435]
OR
FG for the PDA M = ({goq, ). 10,0}, {RZg}. &, qp Zy. O ) and & is given

g1

bige.1 R)=lg
Bige.0.R)=(qs, \S\
&0, Zyl=(ga. Lo}
i o8, Lo =10p0.8)
digy, 1, R)={g,.). [10]
#a)  List out and discuss the clos ps of CFL.
bl Construet CFG without £ — prod wirom the one which is given below
S5—a|Ab|aBa
A—sh|e
B—sb|A |545]
OR
9. Design a Turing Machine to accept L={Wc¢ W& in {a+h)*}. [10]
l0a)  Discuss in beief about NP Hard problems.
b) Discuss the examples of undecidable problems. \r? |5+5]
OoRr

1l.a)  Explain about the undecidable problems about turing machines
b)  Distinguish between class P and class NP Problems. e |3+3]
oo --- 0
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Code No: 134BD RIB
JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY HYDERABAD
B.Tech Il Year Il Semester Examinations, December - 2018
FORMAL LANGUAGES AND AUTOMATA THEORY
(Common to CSE, IT)

A\

Max. Marks: 75

jon paper contains two parts A and B.

mpulsory which carries 25 marks. Answer all questions in Part A.
Part of § Units. Answer any one full question from each unit. Each question
carries 10gMarks and may have a, b, ¢ as sub questions.

PART- A
(25 Marks)
1.a)  Define the central canc Automata Theory. [2]
by  Write down the appligati ite automata. [3]
c)  Construct a regular gra rC%{0"1/nz=1). [2]
d}  Explain the applications o i lemmia. [3]
el  Define ambiguity in CFG al e [2]
f Write short notes on Parse Tre [3]
gl Construct CFG to generate string any n ers of 175 [2]
hy  Write about the programming techniques for Tufing Machines. [3]

i)  Define undecidability. Give an example
j) Write short note on NP-hard problem.

an?ah]e problems. [2]
k]

PART-B

b Y
7 (50 Marks)
2.a) Differentiate between NFA and DF AL
b}  Design DFA for the following over {a, b}
i} All strings containing not more than three a's. LN

ii) Aldl strings that has at least two occurrences of b between any tw ences of a.

[5+5]
OR
3.a)  Explain the procedure for converting DFA to NFA. ]

by  Briefly discuss about Finite Automata with Epsilon- Transitions.

[3
4.a)  Define Regular Expression? Explain about the properties of Regular Expressions
b}  Construct a DFA for the Regular expression (0+1) (D0+11) {0+1) .

OR
. Design a FA for the following languages
a) (07°) y
b) (0+1) 1117
) (0* 11* + 101) [10]

FORMAL LANGUAGES AND AUTOMATA THEORY [IB.TECH-IISEM



t.a) Convert the following grammar to a PDA that accepts the language by empty stack
/ S 3 0S1jA
A > TAD[S|E.
Show that for every PDA there exists a CFG such that L(G) = N{P). [545]
OR
T % e left and right most derivations for the input string a=b*c+d/e for the given

b) ollowipgs with examples.
i} Sentential Fo
ii} Determinis€ Pushd®wn Automata. [5+5]
8.a) Design a Turing Ma@mept the language L={woew"|we (a+h)*}.
b} Define Chomsky NogmalFo NF). Convert the following grammar to CNF
S>050[151]= [5+5]

9a) Explain following:
i} Closure properties of Contex
i) Decision properties of Context Frée Lan
b} Design a Turing machine to recognize all siri

consisting of odd numbers of 1's. [5+5]

10.a)  Write the properties of recursive and non-r

umerable languages.
b) Let £ ={0,1} and AB be the list of 3 strings ch‘\-’?elm' PCPE has a solution or

not? [5+3]

List M List B

1 wi xi e
1 o0 0
2 001 11
3 1000 011
OR
11.a) Give the correspondence between P.NF and NP-complete problems. 7

b) Define post's correspondence problem and show that it is undecidable.

~=-000)00---
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Code No: 134BD
}JAWAHARLAL NEHRU TECHMNOLOGICAL UNIVERSITY HYDERABAD

B.Tech Il Year I Semester Examinations, March - 2022
FORMAL LANGUAGES AND AUTOMATA THEORY
{Common to CSE, IT)
e Max. Marks: 75
Answer any five questions
All questions carry equal marks

l.a) Construcga DF Adiccepting the set of all strings ending with ‘bb* over Z={ab}.

b}  Briefly di Finite Automata with Epsilon- Transition.
c)  Draw the transiti ram of a FA which accepts all strings of 0°s and ['s in which
the number of nd 1°s are even? [5+5+5]

2.a)  Show that the languag £ {a. b}*} is not regular.
by Write the steps in minim n
c)  Construct finite automata for r expression (1%0 +10%). [5+5+5]

3.a)  Design Push Down Automata for t AE
Lafww® | w e (0+1)*}.
b} Convert the following grammar into a BE @ coepts the language by empty stack
5 —051)A

A—1A0(8| & [7+8]

4.a)  Eliminate g -productions from the grammar G given ts\
A— aBb | bBa

B—aB |bB |
by Design Turing Machine which will recognize strings confii I number of 0's
and 1's. [7+8]

5.a)  Convert the following grammar to Greibach Normal Form : 5— 8 fh
b}  Explain Decision properties of Context Free Languapes.

O [8+7]
6. Write about the following:

a) Linear-Bounded Automata
b} Recursively enumerable language

¢) Decidability of PCP. 55+5+§ O

FORMAL LANGUAGES AND AUTOMATA THEORY [IB.TECH-IISENA



% Let £ = {0,1} and A.B be the list of 3 strings each. Verify if PCP given below has a

#.a)
b)

FORMAL LANGUAGES AND AUTOMATA THEORY

solution or not?

List A List B
1 wi xi
1 00 1]
2 001 11
3 1000 011
Construc lar expression of the following Finite Automata: [T+8]

0 l
1 0
Explain about the 1dentit|ar Expressions.

Construct the CFG for the FDA (oo}, {01}, (B2}, 8, go. 2y, D) and & is
given by

3(do.1.Za) = (G0.RZ) (9

8(ga. 1, R)=(qo.RR) 0

8l qo.0.R) =(qs,R)

3(.0, Z)=(0. Z0) G)
B(qa.&, Zg)=(qg, £) /‘
8iqi1,1,R)={qs.e). \9 [7+8]

Qﬁé&
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UNIT WISE IMPORTANT QUESTIONS

5. No. Questions Elooms
Taxonomy
Level
UNIT -1

Short Answer Questions

aL={w/ w does not contain the substring ab}

b.L={w/ w contains neither the substring ab nor ba}

c. L= fw/ w s any string that doesn’t contain exactly two a}
d.L={w/ w is any string except a and b}

1. Explain transition diagram, transition table with example. Understand
2. Define transition function of DFA. Remember
3 Define ¢ —transitions. Remember
4. Construct a DFA to accept even number of 075 Apply
a Define Kleene closure and positive closure, Remember
. Construct a DFA to accept empty language. Apply
7. Explain power of an alphabet (3 ¥)? Understand
B Write transition diagram for DFA accepting string ending with 00 Apply
defined over an alphabet 3= {0.1}
9. Write transition diagram for DFA to accept exactly one a defined Apply
over an alphabet ¥= {a.b}
10. Define NFA with an example. Remember
11. Explain the different Operations on the languages. Understand
13. Define Moore Machines. Remember
14. Define Mealy Machines. Remember
Ia. Write DFA for odd number of 175 Apply
16. Write NFA for (0+1)* 1001 {0+ 1)*. Apply
I7. Write DFA for (0+1)*10{0+1)%. Apply
18. Define ¢ — closure. Remember
19. Write NFA for (0+1)°001{0+1)*. Apply
20. Write DFA for (04+1)*00{0+ 17", Apply
21 Define FSM and ils siructure with an cxample. Remember
22 Give any two comparisions between NFA and DFA Remember
Long Answer Questions
L Construct a DFA to accept set of all strings ending with 010. Define | Apply
language over an alphabet ¥ = | 0.1) and write for the above DFA .
2 Construct a Moore machine to B{TEEEI;T the following Apply
lanpuage. L= | wlwmod3=0}on } = | 0,12}
3. Write any six differences between DFA and NFA Apply
4. Write NFA with £ to NFA conversion with an example. Understand
a. EETIN“ MNEA for (0 + 1)*(00 + LIMD + 1}* and Convert to Apply
6. ‘bl;lcslignt?i-'ﬁ. for the following languages shown below Apply
L Labi

FORMAL LANGUAGES AND AUTOMATA THEORY
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7. THustrate given 2 FAs are equivalent or not with an example. Apply
a,b
a
&
b
-]
8. Construct Mealy machine for [0+ 1)*[00 + 11) and convert to Apply
Moore machine.
9. Convert NFA with £ — a*h* to NFA. Understand
1. Construct NFA for (0 + 1)* 101 amd Convert to DFA. Apply
11. Construct a mealy machine that takes binary number as input and Understand
produces 275 complement of that number as outpul. Assume the
string is read LSE to MSE and end carry is discarded.
12. Explain with the following example the Minimize the DFA . Understand
13. Construct a DFA, the language recognized by the Automaton being L Apply
1a%0b/a | 0}, Draw the transition table. -
I4. Construct the Minimized DFA Apply
b all®
[+]
=]
15. Construct the DFA that accepts/recognizes the language LIM) = | Apply
w {a b c}* and wcontains the pattern abac }. Draw the transition 5
table.
16. Construct NFA for given NFA with C-moves Apply
17. Differentiate between DFA and NFA with an example. Understand
18. Construct a finite automaton accepting all steings over {0, 1} Apply
having
even number of 0°s and even number of 175
15, Construct a Moore Machine to determine the residue mod 5 for Apply
each binary string treated as inteper. Sketch the transition table.
20. Construct the Moore bMachine for the given Mealy machine .
Understand
UNIT-1I
Short Answer Duestions
1. Define Repular Languapes. Remember
2. Define Pumping Lemma for Regular Languages, Remember

FORMAL LANGUAGES AND AUTOMATA THEORY
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3. Write the applications of pumping lemma for regular languages. Apply
4. List any two applications of regular expression Eemember
3. Define Context Free Grammars. Remember
. Define Lefi linear derivaiion. Remember
7. Write regular expression for denoting language containing Apply
empty string.
B. Differentiate left lincar and right linear derivations. Understand
8. Write the Context free grammar for palindrome. Remember
10. Define right linear grammars. Remember
11. Define Regular grammars. Remember
12. Write regular expressions for the Set of strings over {0, 1} whose Apply
last two symbols are the same.
13. Define right lincar derivation. Remember
14. Define left linear grammars. Eemember
15. Write the regular Tanguage generated by regular expression Apply
[0+ 13* 001 (0+1)* g
16. Write the Regular Expression for the set of binary strings. Apply
17. Wﬂmﬂm from CFCG Apply
a oulpu
1
il ql 2 I
gl gl ql 1]
0 il gl 1
SFasA A=
IR, Write the derivation of the string TT0 from CFG Anoly
SYANB A30/12/B B 3A/11 o
19, Write the Regular Expression to generate atleast one b over Apply
Z=jabi z
20, Write the Context free grammar for equal number of a’s and b's. Apply
Long Answer Questions
1. Convert Regular Expression 017 + 1 to Finite Automata. Understand
2. Convert given Finite Automata to Regular Expression using Understand
Arden’s theorem with an example.
¥
: o
A !
a2 &‘H&Ij“uﬂ Right linear , Lefi linear Regular Grammars for Apply
+1.
4. Explain Identity rules . Simplify the Eegular Expression - Understand
€ 4 1R0T (101 1)*)*
5. Fﬂ%ﬁ%ﬂ Regular grammar for the given Finite Automata. Apply
A+h) "ab®.
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6. Construct Lefimost Derivation. , Rightmost Derivation, Apply
Derivation Tree for the following grammar
S5 aB/bA
A= a /a5 /bAA
B b/ b5 /faBB
For the string aaabbabbba .
7. Explain the properties, applications of Context Free Languages Understand
B. Construct right linear and left Inear grammars for given Regular | Apply
Expression. 3
q. Construct a Transition System M accepting L(G) for a given Apply
Regular
Grammar G.
10, Discuss the properties of Context free Language. Explain the Understand
u (1]
!Jn:-nr::ﬁn '.Ei'i[h an example.
11. write regular expressions Ior the given Finite Automata Apply
il = al
1
L
b b
#
2 s al
12. Construct a WFA with € equivalent to the regular expression 100+ | Apply
(04 11)0*1
13. Construct Lefimost Derivation. . Rightmost Derivation, Apply
Derivation Tree for the following grammar &= (V, T, P 5) with
N={F} 5=F T={id +*()}
E- E+E
E+E*E
E= (E)
E=id
Cihtain id+1d*id in right most derivation, left most derivation
14. Write a CFG that penerates equal number of'a’s and b’s. Apply
13. Convert G = [ {5} {a} {5 —2>aS/a} {5} ) into FA Understand
16. Construct a Regular expression for the set all strings of (s and Apply
I"s with at least Two consecutive 07s 3
17. Construct context free grammar which generates palindrome Apply
atrings
={a.b)
I8 Caonstruct equivalent NFA with ¢ for the given regular Apply
expression 0% (1{0+1))*.
19. Construct the right lincar grammar for the following Apply
20 Write 12 identity rules for regular expressions Apply

FORMAL LANGUAGES AND AUTOMATA THEORY
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UNIT - 11T
Short Answer Questions
1. Define Crefbach normal form. Remember
2. Define nullable Variable, Remember
3. Write the minimized CFG for the following grammar Remember

S3ABCa| bD

A=3BC b

Bable

C=2B| e

D—=d
4. Convert the grammar to CNF - 5 2bA/aB A-raS/a B+bS/h. Undesstand
a. Explain the elimination of UNIT production. Undesstand
f. Explain the elimination of useless symbols in productions. Undesstand
T. Define CNE. Remembor
8. ';:j'hff}it: Elsjrhlgtmlnimi::ntl-:]r1 of CFG A>a Baa Understand
9 Define the ambipuity in CFG. Remember
10. What is the use of CNF and GNF.
11 Write the minimization of CFG - S5 = aS1h 512aS1he. Understand
12. Write the minimization of CFG -5 2 A A Sal/e, Understand
I3 '.}’l‘itt the minimization of CTG - A Sa. Understand

52AB/a
14. Write the minimization of CFG - 52a5A/C A 23a B 2aa Understand
C-alh.

15. Write the minimization of CFC - S2AbA A-3Aal ¢ Undesstand
16. Write the minimization of CFG - 5%a%a 5 »bSh S2a/h/ & Undesstand
17. 'ﬁﬁf}uﬂi:lhle minimization of CFC - 52A0E A=N12/B Understand
18. Convert the grammar o CNF - 52aSafaa 52bSWbb 5 2a/b. Understand
19. Convert the grammar o CNF - 52aAbB A»af/a B2bBia. Understand
20, Define PDA. Remember
21, Define NPDA. Remember
22, Differentiate between deterministic and nondeterministic PDA, Understand
23. Define the language of DPDA. Remember
24, List the steps to convert CFG to PDAL Remember
25, Explain — acceptance of PDF by final state. Understand
26. Explain — acceptance of PDF by empty stack. Understand
7. Convert the following PDA to CFG 8(q0,b,z0)= {q0,z20) Apply
k. Convert the following PDA to CFG (g0, b, 2)=(q0.22) Apply
= Convert the following PDA to CFG 8(q0, € 20)=(q0.¢) Apply
= Convert the following PDA to CFG é(g0,a.7) = (gl.2) Apply
3l Convert the following PDA to CFG d(glb.zi(ql.c) Apply
3. Convert the following PDA to CFG 8(gql,a,20)=(g0,20) Apply
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5. Convert the following PDA to CFG 8{g0,1,x)+{ql.€) Apply
36. Convert the following PDA to CFG digl.1.x) = (gl,6) Apply
7. Convert the following PDA to CFG 8{q1,e.x)=(gl.¢) Apply
38. Convert the following PDA to CFG d(ql,c.z20)=(gl.¢) Apply
39 Convert the following PDA to CFG &{g1.¢.2)=(q0.€) Apply
40. Convert the following CFG to PDAS  ABC | BB Apply
4L Convert the following CFG to PDAA-aA | BaClaaa Apply
42 Convert the following CFG to PDA B>bBb a|D Apply
43. Convert the following CFG to PDA C2 CA|AC Apply
. Convert the following CFG to PDA S-a 5/A Apply
Long Answer Questions
1. Write a short notes on Chomsky MNormal Form and Griebach Apply
Normal Form.
2, Show that the following grammar is ambiguous with respect to the | Understand
string aaabbabbha.
5+ ab | bA
A3 a5 bAAa
B b5 | aBB | b
3. Use the following pramimar Apply
5 ABC | BhB
A ah [BaClaaa
B-+bBh| a|[l»
CaCAJAC
D>e
Eliminate & productions.
Eliminate any unit productions in the resulting grammar.
Eliminate any useless symbols in the resulting grammar.
Convert the resulting grammar into Chomsky Normal Form
4. Mlustrate the construction of Griebach normal form with an Apply
example.
3. Show that the following CFG ambiguous. Apply
5= iCt5 | Ct5e5 | a C2b
. Discuss the Fumping lemma for Context Free Languages concept Understand
with example {a"h"c¢" where n==0}
T. Write the simplified CFG productions in5 = a 51b Apply
SlsaSIveE i
B. Convert the following CFG into GNF. Understand
S»AAfE A 3 550b
9. Explain unit production? Explain the procedure to eliminate unit Understand
production.
10. Explain the procedure to eliminate e-productions in grammar. Understand
11. Convert the following grammar into GNF Understand
C=({ALAZ A3} {ab} PA)
Al-=AZAZ
A2-=AZALD
AJ--AlAZM
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12. Write simplified CFG productions from the following Apply
rammar A-=aBh/hBa
-=aB/hB/e
13. Convert the following grammar into GNF Understand
S5-=ABA/AB/BA/AAB
A-=adfa B-~bB/b
[UNIT — IV
Short Answer (uestions
L. Define Turing Machine Apply
2. Explain the moves in Turing Machine. Understand
3. Define an Instantancous Description of a Turing Machine. Remember
4, Define the Language of Turing Machine. Remember
3. List types of ThL Remember
6. Define Computable Functions by Turing Machines Remember
T Write the difference between Pushdown Automata and Turing Apply
Machiine.
8. Explain Church’s Hypothesis. Understand
9. Define Context sensitive language. Eemember
10. Define mulii head Turing Machine. Remembes
11. Define multi dimensional Turing Machine. Remember
12. Define multiple tapes Turing Machine. Remembes
13. Define Recursive languages. Remember
14. Define Recursively enumerable languages. Remember
15. Define Two way infinite Turing Machine. Remember
16. Define Mon determinisic Turing Machine, Remember
17. Define Counter machine. Eemember
18. Explain the model of Turing machine. Remember
19. Construct Turing Machine for 1's complement for binary numbers. | Remember
20. Differentiate Recursive languages and Recursively enumberable Remembes
languages.
Long Answer Questions
1. Define a Turing Machine. With a neat diagram explin the working] Remember
of a Turing Machine.
2. Differentiate Turing Machine with other automata. Apply
3. Construct a Transition diagram for Turing Machine 1o accept Apply
the following language. L = { 0"1"0" | n “'-_f?: PPEY
4. Construct Transition diagram for Turing Machine that accepts | Apply
the language L = {0°1" | n =1}. Give the transition diagram for the
Turing Machine obtained and also show the moves made by the
Turing machine for the string 000111,
. Construct a Transitjon diagram for Turing Machine to accept the Apply
language L= { wiw® |wela+h) "}
6. Write short notes on Recursive and Recursively Enumerable Apply
languages. i
Write the propertics of recursive and recursively enumerable Apply
languages.
B Construct a Turing Machine to accept strings formed with O Apply
and | and having subsiring 000.
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0. Consiruct a Turing Machine that accepis the language Apply
L = {1"2"3" | n =1}. Give the transition diagram for the Turing
Machine obtained and also show the moves made by the Turing
machine for the string 111222333,
10. Drefine Lincar bounded automata and explain its model? Apply
11. Explain the power and limitations of Turing machine. Create
12. Construct  Transition  diagram  for Turing  Machine | apply
L={a"b"c™n==1} i
13. Construct a Transition diagram for Turing Machine to implement Apply
addition of two unary numbers (X+%).
14. Construct a Linear Bounded automata for a language where Apply
L={a"hWn=-=1}
15. Explain the types of Turing machines. Apply
16. Write briefly  about the following a)Church’™s Hypothesis Apply
b Counter nachine
IT. Construct a Transition table for Turing Machine to accept the Apply
following language. L = { 07 100% | n =1}
UNIT — W
Short Answer Questions
1. Define Chomsky hierarchy of languages. Knowledpe
2. Define niversal Turing Machine Knowledge
3. Define Context sensitive language. Enowledge
4 Define decidability. Enowledge
5. Define P problems. Knowledge
6. Define Universal Turing Machines Knowledge
7. Give examples for Undecidable Problems Lnderstand
8. Define Turing Machine halting problem. Knowledge
9, Define Turing Reducibility Knowledge
10. Define Post's Correspondence Problem, Enowledge
11. Define Type D prammars . Knowledge
12. Define Type 1 pranmars . Knowledge
13. Define Type 2 pranmmars . Enowledge
14. Define Type 3 grammars . Fonowledge
15. Define NF problems. Enowledge
16. Define NF complete problems Knowledge
I7. Define NP Hard problems Knowledge
18 Define undecidability problem. Enowledge
19. Define turing Reducibility. Enowledge
20. List the types of grammars. Knowledge
Long Answer Questions
1. Explain the concept of decidable and undecidability problems Understand
about Turing Machines.
2. Write brielly about Chomsky hierarchy of languages.. Apply
3 Explain individually classes P and NP Understand
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4. Write a shot notes on post's correspondence problemand check the | Apply
following is PCF or not.
I|A B
1[11 111
2| 100 001
il 11
a. Explain the Halting problem and Turing Reducibility. Understand
f. Write a short notes on universal Turing machine. Apply
7. Write a short notes on Chomsky hierarchy. Apply
8. Write a short notes on Context sensitive lnguage and linear Apply
bounded
automata.
9. Write a short note on NP complete Apply
10. Write a short note on NP hard prablems. Apply
te and chick the followiig s PCP or bot. P i
1A B
1 {100 1
20 100
il a
= Ang check the followitig s PCP oF hot P ApPLY
1A B
1{o0 0
2 | 001 11
3 | 1000 011

XL OBJECTIVE QUESTIONS:
UNIT -I
Multiple Choice Questions
L. The prefix of abeds
ac bbb ch da
2. Which of the following is not a prefix of abe?
a.rm b.a coab d be
3. Which of the following is not a suffix of abe 7
ae be  che dab
4. Which of the following is not a proper prefix of doghouse ?
adog bd cdo  ddoghouse
4.0f then the number of possible strings of length '’ is
an bn°n cnn dZn

Fill in the Blanks
1. Language & a set of sirings.
2. String is a finite sequence of symbols.

3. The basic limitation of FSM is that [{ can't remember arbitrary large amount of

information
4. Application of Finite automata is Lexical analyzer
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4. A0 F5M can be used to add two given integers . This Is false
UNIT -I1
Muiltile Choice Questions
1. In case of regular sets the question ' is the intersection of two languages a language of the
same type ¥ is _

a. Decidable b. Un decidable c. trivially decidable d. Can't say
2. In case of regular sets the question ' s L1 nl2=F?'is _ _ _
a.Decidable b.Undecidable c.trivially decidable  d.Can't say
3. Let r and s are regular expressions denoting the languages R and S, Then (r + 5) denotes
a.R5 hR* cRUS d.R+
4. Let e, 5.t are regular expressions, (0% )% =
ar b.r* cF d.can’t say
3. Letr, s, tare regular expressions. r{ s+ ) = _ _
ars brt crs-rt drs +rt
Fill in the Blanks

1. Letr, s, t are regular expressions. (r + s)t = ct 48t
2. In NFA for r=e the minimum number of states arel
3. (e+00)* =(00)*

4 14+00 =fe+D) 1

5. The regular sets are closed under unlon' is_trie

UNIT 111
Multiple Cholce Questions

L. Regular grammars also knownas _ LrAmImar
aType 0 bTyvpel c.Type 2 d. Typed
P s grammar & also known as Type 3 grammar.
a.un restricted b.context free c.context sensitive  d.regular grammar

3. Which of the following is related 1o regular grammar ?
aright linear boleft lincar ¢ Right linear & left linear . CFG

4. Regular geammar s a subsetof _ _ __ _ _ _ _ __ _ ____ _ Eramimar.
aType 0. b.Type l c.Tvpe 2 d.Type 0.1 &2

3. Let L] =(a+b) * a L2 =b*{a+h), L] intersectionl2 = _ _ _
a.(a+b) * ab b.ab {a+b) * ca{a+h) *b db(a+bh)*a

Fill in the Blanks

I Let A= {01 }L=A"LetR={ 0nln, n=0 } then LUR regular

Pumping lemma is generally used for proving a given grammar is not regular

2.
3. The logic of pumping lemma is a good example of the pigeon hole principle
4. In CFG each production is of the form Where A is a varlable and is string of Symbols from

*(WUT) (V. T are variables and terminals )
5. CFG s not closed under complementation

UNIT -1V
Multiple Choice Questions
I. Turing machine can be used to
aAccept languages b.Compute functions cakhb d_none
2. Any turing machine is more powerful than FSM because_
a Tape movement 5 confined to one direction
b.It has no finite state control
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c.It has the capability to remember arbitrary long input symbals
d.TM is not powerful than FSM
3. Inwhich of the following the head movement is in both directions
a.ThM b.FSM cLBA da&c
4.4 turing machine is
a.Recursively enumerable language b.RL ¢ CFL d.CSL
2. Any Turning machine with m symbols and n states can be simulated by another T with just 2
s symbols and less than
a.Bmn states  b.dmn+Bstates c.Bmn+ 4 states d_mn states
Fill in the Blanks
I. The format: A-=aB refers to Greibach Normal Form
2. Greibach Normal Form does not have left recursions.
3. Every grammar in Chomsky Normal Form is context free
4. Let G be a grammar. When the production in G satisfy certain restrictions, then G s said to be
in normal form
5. Let G be a grammar: 5->AB|e, A-=a, B-=b, Is the given grammar in CNF({True/False) True,

UNIT -V
Multiple Choice Questions
1.PCP having no solution is called
a. undecidability of PCP b.decidability of PCP . Semi-decidability of PCP d None
2. Which of the following is type- 2 grammar?
a.A— o where A is terminal b.A— a where A is Variablec. Both d.None
3. Acrecursive language is also called
a) Decidable b) Undecidable ©) Both (a) and (b} d) None of these
4. The complement of recursive language is
a) Also recursive b) Repular ¢} Both (a) and (b) d) Mone of these
4. Recursively enumerable Bnguage are closed under
a) Concatenation b} Intersection ¢} Unlon d) All of these
Fill in the Blanks
I. Recursive languages are Accepited by turing machine
2. Halting problem & Boolean Satisfiability prohlem are unsolvahle?
3. The value of n if turing machine is defined using n-tuples: 7
4. If d is not defined on the current state and the current tape symbol, then the machine halts
5. A language L is said to be decidable if there s a turing machine M such thar L (M) =L and M
halts at every point.
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Tutorial problems with blooms mapping

In the context of Formal Languages and Automata Theory, Bloom's Taxonomy can be a useful

framework for structuring problem-solving and learning outcomes. Bloom's Taxonomy categorizes

learning objectives into levels of complexity: Remember, Understand, Apply, Analyze, Evaluate, and
Create. I'll present a few tutorial problems that correspond to different levels of Bloom's Taxonomy.

1. Remember (Knowledge):

Problem 1:

Define the following terms:
a. Alphabet

b. String

c. Language

d. Finite Automaton

e. Regular Expression

Solution:
Provide definitions for each term, with examples if needed.
o Alphabet: A finite set of symbols, e.g., £ = {0, 1}.
o String: A finite sequence of symbols from an alphabet, e.g., "101".
o Language: A set of strings over an alphabet, e.g., L= { "0", "1","01", "10" }.
o Finite Automaton: A machine with a finite set of states used to recognize regular
languages.
o Regular Expression: A formal notation for defining regular languages.

2. Understand (Comprehension):

Problem 2:
Explain why the set of strings consisting of an even number of Os and an odd number of 1s is not
regular. Use the pumping lemma to justify your answer.

Solution:

Solution:

This problem requires an understanding of the pumping lemma. You would show that the string
"000111" cannot be pumped without breaking the conditions of having an even number of Os and
an odd number of 1s. Pumping a portion of the string could lead to an imbalance in the numbers of
0s and 1s. Thus, the language is not regular.

3. Apply (Application):

Problem 3:
Construct a Deterministic Finite Automaton (DFA) that accepts the language of strings over {0, 1}
where the string contains at least one 'l'.
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Solution:

o The DFA should have two states:
= 0 (initial state): If a '0' is read, the machine stays in state q0; if a '1' is read, the
machine transitions to state ql.
= (1 (accepting state): Once in state q1, the machine stays in q1, Once in state ql,
the machine stays in ql, accepting any further input.

State transitions:

e 0 — oninput'0’' — q0
e 0 —oninput'l'—ql
e ql —oninput'0' — ql
e ql »oninput'l'—ql

Acceptance condition: The string is accepted if the machine ends in state q1.
4. Analyze (Analysis):

e Problem 4:
Given the context-free grammar:

e Analyze the language generated by this grammar. What kind of strings does it accept?

Solution:

The grammar generates strings that consist of an equal number of 'a's followed by an equal
number of 'b's, with no other characters. The analysis of the grammar reveals that the language is
of the form { a*n b”n |n >0 }. This is a classic example of a context-free language.

5. Evaluate (Evaluation):

e Problem 5:
Evaluate whether the following language is context-free or not:

Solution:

This language is not context-free. The intuition comes from the fact that a context-free
grammar cannot ensure that two arbitrary halves of a string are identical. The pumping lemma
for context-free languages can be used to formally prove that this language cannot be context-
free.

6. Create (Synthesis):

e Problem 6:
Create a pushdown automaton (PDA) for the language L = { w € {a, b}* | the number of 'a's is
equal to the number of 'b's }.

Solution:
To create a PDA for this language, one would design a machine that pushes symbols onto a stack
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when it reads 'a' and pops symbols when it reads 'b', ensuring that the number of 'a's and 'b's are
equal. The PDA would need to handle the following transitions:

o Onreading 'a', push 'A' onto the stack.
o Onreading 'b', pop an 'A' from the stack.
o Accept if the stack is empty after reading the entire input string.

Transitions:
o (q0,a,€)—(q0,A)

o (q0,b,A) —(q0, ¢)
o (q0, &, &) — (q_accept, €) (if the stack is empty)
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11I-11 SEM SUBJECT: Formal Languages and Automata
Unit wize Assignment Questions
L‘ Blooms
Q.No Question arks Tarzanomy | CO
URIIT-]
Constract aDF Ato acceptactofallstringsendingwithd10.Define
_1£nguagr.- ower an alphabet 7 = §0,1F and write Forthe above OF &, 5 Llru:lerﬁtand[LE] 1
Constract aMaoremachinstaacceptthefallowing language. L= §w w
Hmodd=0bonT =40,1,2 5 FememberL1] | 1
o] Write anpzindifferencesbetweenDF AandNF A 5 Understand(LZ] i
4 _"I"ril:t I".IF.*.'.iithE ta MF Acanverzionwithanexample. 5 |':'|I'|-E||5IEE[|_"-1-] i
F] Conztract MFA For[0+1)" 00+ M0 «1)° andConvertte 5 IrderstandiL1] i
UNIT-2
1| Convert HegularEHprESEinnDT+'Itn:|Finite Automata, g FememberlLT | 2
2| ConstructRightlinear LeftinearRegularGrammarstor] 5 | Understand(LZ2) | 2
3| OT+1 5 Femember(L1]
Explainldentiturules. SimplifutheRegularErpression-
4 €+ [0Momr A | UnderstandLZ]| 2
6| Explaintheproperties, applicationsofContentFreelang] 5 Analyzelld) 2
_ _ LT3
| DiscusstheFumping lemma g Analyzell4) 2
T withexample]a'b*c wheren: = 0} o FememberlLT) | 2
2] Write thesimplifiedCF Gproductionsins + a5b 51+ a 5SS 5 Urderstand(LZ] | 2
4] ConvertthefollowingCF G inta GMNF. 5 Urderstand(LZ] | 2
5|5 AAlaA S5 5 | Remembedll | 3
LMIT-4
1| Definelirearboundedautamataandesplainits 5 FememberL1] | 4
2| Explainthepow erandlimitationsof Turingmachine. S | Understand(LZ) | 4
3| Explainthetypesof Turingmachines. S | Understand(LZ]) | 4
) white briefly about the following a)Church’s Hupothesis o Analyzelld) 4
bICounter machine
g 5 FememberLT) | 4
UMIT-S
1 ExplaintheHaltingproblemandTuring Reducibility. o Analyzelld)
2| Mrite azhortnotesonuniversalTuringmachine. 2 | Understand(LZ)
3 Wfrite azhortnotesonChomskuhierarchy. 2 Femember(L1)
Write ashortnotesonContestsensitivelanguageandlin
4] =arbounded g Analyze(l4) g
| Write azhortnoteonMPoomplete o RememberlL1] | &
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Level of Bloom
Q.No. Answer any two questions. Each question carries 5 marks. Marks Taxomomy CO
a. construct a FA accepting all strings over Z={0,1} having even no. of (s and
1 |evenno.of 1's 5 UNDERSTAND col
b.consruct a FA accepting all strings over Z={0,1} starts with abb ?
2 |Construct a DFAfor the RE (0+1)* using indirect method ? 5 DEFINE Ccol
a. List down the identity Rules for the RE? i : =
2 b. Explain about the Arden’s theorem? Z UNDERSTAND o
4 |Explain with an example about Minimization of the DFA 7 5 KNOWLEDGE Co2
5 |What is Grammar? Explain with an example? 5 UNDERSTAND CO3
6 |Explain pumping Lemma Concept With an example? 5 DEFINE co3
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Marks sheet

ISy 20012015 Cortalicd Instilulion Pt - 2040

@ Balaji Institute of Technology & Science

Laknepally (V), Narsampet (M), Warangal District - 506 331, Telangana State, India
(AUTONOMOLS)
- Accredited by NBA (LG - CE, ME, ECE & CSE) & NAAC A+ Grade
E' ' s {AMliated vo INT University, Hyderabad and Approved by ATCTE, New Delhi)
woavww s p e e Ditswelac.in, Ph:28660 S0044, Fax: 08718-230521
EVALUATION PROCESS: MID — T ,April-2024
Course - B.Tech. Branch - CSW, Year & Sem: IT/II
Subject: Formal Languages and Automata Theory

Duration: 120 minutes, Max Marks: 30

AT RO

Faculty :Mrs.S. Hymavathi

Level of Bloom
Q.No. Answer any two questions. Each question carries 5 marks. Marks Taxonomy CcO
a construct a FA accepting all strings over Z={0.1} having even no. of 0's and
1 |evenno of 1I's 5 UNDERSTAND CoO1
b_consruct a FA accepting all strings over Z={0,1} starts with abb 7
2 |Construct a DF Afor the RE (0+1)* using indirect method 7 5 DEFINE Col
a. List down the identity Rules for the RE? z . 5
> b. Explain about the Arden’s theorem? = UNDERSTANE o0
4 |Explain with an example about Minimization of the DFA 7 3 KNOWLEDGE Ccoz2
5 |What is Grammar? Explain with an example? 5 UNDERSTAND CO3
6 |Explain pumping Lemma Concept With an example? 5 DEFINE CO3

Zvaluation Process:

Questions Aligned to Course Outcomes and Marks Obtained Awarded| QUIZ (TOTAL
Course Outcomes Marks | (MAX | (MAX
MID-I col col | coz coz2 co3 CO3  |Max20)| 10) 0)
5.No Q.No.l | Q.No2 |Q.No3| Q.Nod | Q.No.5 | Q.No.6
Roll N Distribution of Marks
Set Target Level

1| 22c31A5601 |ABUBAKKAR SIDDIK 3 1 4 6 10
2 | 2203145602 |AMBARAGONDA SUNNY 4 5 2 11 9 20
3 | 2203145603 [AMGOTH ANUSHA 3 2 1 3 9 g 18
4 | 22031A5604 [ANIPEDDI MANIKANTA 5 5 10 ;) 19
5 | 22c31A5605 [ANUSHA 5 5 3 13 10 23
6 | 22C31A5606 [ANNEBOINA NAVATHA 5 3 g 9 17
7 | 22C31A5607 [ARUMBAKA PRATHAP KUMAR 1 2 3 8 11
8 | 22c31A5608 |BALNE RAKESH 1 2 1 4 g 13
# | 22031A5609 |BASVA VEENA 4 2 6 8 14
10 | 22€31A5610 |BOGADAMEEDI SHIVA TEIA 4 3 7 10 17
11 | 220315611 |BUSHRA SAMREEN 5 5 3 5 18 g 27
12 | 2203145612 |CHEERA NIKSHITHA 5 5 3 5 18 g 27
13 | 2203145613 |DAYYALA SRILEKHA 5 3 5 5 18 10 28
14 | 2203145614 |DEEKONDA VYSHNAVI 5 5 3 4 17 10 27
15 | 22c31A5615 |DOMMATI SHIVA SAI ABSENT o
16 | 2203145616 |DONGALA AKHILA 4 5 4 13 3 22
17 | 2203145617 |EERLA HARIKA 4 5 9 8 17
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19 | 22c31A5619 |GATLA NAGARAIU 5 ! 5 1 2 20
20 | 22C31A5620 |GOLLA ABHINAY 0 5 9
21 | 22031A5622 |HANUMANDLA SURYA VARUN 5 5 3 5 18 5 27
22 | 22031A5623 |JEEJULA SRINIA 5 5 5 5 20 g 29
23 | 22C31A5624 |KANDAGATLA BHAVANA 5 5 5 5 20 9 29
24 | 22C31A5625 |KOKKONDA ASHRITH ABSENT 0
25 | 22C31A5626 |KOMATLA SHYANMESH 2 5 5 13 4 17
26 | 22C31A5627 |KUSA ANIALI 5 5 5 3 18 7 25
27 | 22031A5628 |KUTHURU SREEJA 5 3 4 3 15 4 19
28 | 22C31A5629 |MAMIDALA KAVYA ABSENT 0
29 | 22C31A5630 |MANDALA JAGADEESH ABSENT 0
30 | 2203145631 |MEKA OMSAI 5 5 5 5 20 101 30
31 | 22C3145632 |MOHAMMAD ABDUL JALEEL 2 2 8 10
32 | 2203145633 |MOHAMMAD IMRAN 5 5 4 3 18 8 26
33 | 22¢31A5634 |MULA VIKAS REDDY 3 4 1 8 4 12
34 | 2203145635 |MUNE ROSHNA 5 5 1 1 6 17
35 | 22¢3145636 |OORUGONDA ABHINAYA 5 5 5 5 20 10 30
36 | 2203145637 |PALLEPATI NISHANTH 2 1 1 4 10 14
37 | 22C31A5638 |PEDAKASU ALEKYA ABSENT 0
38 | 2203145639 |PETLOIU SOWMYA 5 5 5 5 20 5 29
39 | 2203145640 |PIDISHETTI SAICHARITHA 3 1 2 2 9 8 17
40 | 22C31A5641 |PINNOJU RAJESHWARI 5 5 1 1 5 20
41 | 22C3145642 |PITTALA SRIYA 5 3 5 2 15 10 25
42 | 22031A5643 [POCHAMPALLY HARSHITHA 3 3 1 1 8 10 18
43 | 22031A5644 |POSHALA DILEEP 3 2 5 1 9 7 16
44 | 2203145645 |PUNNAM HARSHITHA 5 5 5 20 8 28
45 | 2203145646 |RAVULA SAIKUMAR 5 5 9 14
46 | 22C31A5647 |SAILI NIKITHA 4 5 5 17 9 26
47 | 22C31A5648 |SARVA SRINIVAS 5 5 5 5 20 9 29
48 | 22C31A5649 |SHIREEN SULTHANA 5 5 4 2 17 10 27
49 | 223145650 |TANBIR AHMED 5 3 2 1 i 7 18
30 | 22c31A5651 |THADAKA RAKESH . > = > 19 T 2%
51 | 22c31A5652 |THATIPAMULA CHANDRA ABSENT 0
52 | 22¢31A5653 |THIRUNAHARI ABHINAY ABSENT ]
53 | 22c31A5654 |THOTA KQUSHIK 5 5 5 5 20 9 29
54 | 22c31A5655 |THOTA SUPRITHA 5 5 4 3 17 7 24
55 | 22c31A5656 |VANAM SNEHA ABSENT 0
56 | 22€31A5657 |VEERAMALLA RAVICHANDRA 2 5 4 i1 ] 20
57 | 223145658 |VELPULA NAVEEN 4 5 5 3 17 5 26
58 | 22c31A5659 |VENMU SRI NANDHA GOPAL 4 5 3 2 14 2 23
5% | 22C31A5660 |VUPPULA ROHITH KUMAR 4 5 2 i1 3 20
60 | 23C35A5601 |BATTINI KARTHIK RAJ ABSENT 0
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