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DEPARTMENT OF COMPUTER ENGINEERING (SE)

DEPARTMENT VISION AND MISSION

Vision Statement

To be a leader in innovative software solutions, driving technological advancements that improve lives and

transform industries through excellence in engineering, research, and collaboration.

Mission Statement

M1: To equip students with cutting-edge knowledge and skills in software engineering and thus foster a culture

of innovation, creativity, and ethical responsibility in software development.

M2: To conduct impactful research that addresses real-world challenges in technology and software systems by

collaborating with industry partners and the global tech community to drive digital transformation.

M3: To ensure the development of high-quality, scalable, and secure software solutions for diverse applications.
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Programs Educational Objectives (PEOs)

PEO1: To equip graduates with a robust foundation in AI, ML, and related computational techniques,
enabling them to develop and implement intelligent systems across multiple domains.

PEO2: To empower graduates to conduct advanced research, drive innovations in AI and ML, and create
transformative solutions for complex real-world challenges.

PEO3: To prepare the graduates to equip with the skills and adaptability to thrive in dynamic industrial
environments and pursue continuous learning to stay ahead in emerging AI technologies.

Programs Specific Outcomes (PSOs)

PSO1: Graduates will be able to design, develop, and implement AI and ML-based solutions using modern
tools, frameworks, and methodologies.

PSO2: Graduates will be able to analyse, pre-process, and interpret large-scale data, applying statistical and
machine learning techniques to derive meaningful insights and solve real-world problems.

PSO3: Graduates will develop expertise in deep learning, computer vision, natural language processing, and
reinforcement learning to create innovative AI applications across multiple domains.
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

ROGRAMMEOUTCOMES (POs)

A graduate of the Software Engineering Program will demonstrate.

 Engineering knowledge: Apply the knowledge of mathematics, science, engineering

fundamentals, and an engineering specialization to the solution of complex engineering

problems.

 Problem analysis: Identify, formulate, review research literature, and analyze complex

engineering problems reaching substantiated conclusions using first principles of

mathematics, Natural sciences and engineering sciences.

 Design/development of solutions: Design solutions for complex engineering problems

and design system components or processes that meet the specified needs with appropriate

consideration for the public health and safety, and the cultural, societal, and environmental

considerations.

 Conduct investigations of complex problems: Use research-based knowledge and

research methods including design of experiments, analysis and interpretation of data, and

synthesis of the information to provide valid conclusions.

 Modern tool usage: Create, select, and apply appropriate techniques, resources, and

modern engineering and IT tools including prediction and modeling to complex

engineering activities with an understanding of the limitations.

 The engineer and society: Apply reasoning informed by the contextual knowledge to

assess societal, health, safety, legal and cultural issues and the consequent responsibilities

relevant to the professional engineering practice.
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o Environment and sustainability: Understand the impact of the professional engineering

solutions in societal and environmental contexts, and demonstrate the knowledge of, and

need for sustainable development.

o Ethics: Apply ethical principles and commit to professional ethics and responsibilities and

norms of the engineering practice.

o Individual and team work: Function effectively as an individual, and as a member or

leader in diverse teams, and in multidisciplinary settings.

o Communication: Communicate effectively on complex engineering activities with the
engineering community and with society at large, such as, being able to comprehend and
write effective reports and design documentation, make effective presentations, and give
and receive clear instructions.

 Project management and finance: Demonstrate knowledge and understanding of the

engineering and management principles and apply these to one’s own work, as a member
and leader in a team, to manage projects and in multidisciplinary environments to manage
projects.

Life-long learning: Recognize the need for, and have the preparation and ability to engage

in independent and life-long learning in the broadest context of technological change.
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SYLLABUS COPY
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ACADEMIC CALENDER
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Importance of the course

 An automaton is a construct that possesses all the indispensable features of a digital
computer.

 It accepts input, produces output, may have some temporary storage and can make
decisions in transforming the input into the output.

 A formal language is an abstraction of the general characteristics o programming
languages.

 Aformallanguageconsistsofasetofsymbolsandsomerulesofformationbywhichthese
symbols can be combined into entities called sentences.

PRE-REQUISITES:

Mathematical Logic

Set Theory

Discrete Mathematics
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Basic Concepts in Computation

Theory of Languages

Course Objectives

 To present the theory of finite automata as the first step towards learning advanced
topics such as compiler design.

 To discuss the applications of finite automata towards text processing.

 To develop an understanding of Regular expressions and context free grammars and
how these concepts are used in lexical analyzer

 To develop an understanding of finite automata through Turing machines.

Course Outcomes

After completing this course the student will be able to:

C213.1 Design finite automata without output like DFA, NFA, €-NFA and finite automata with output like

Moore and mealy machines and also conversions among them like (NFA to DFA). (Synthesis)

C213.2 Recognize about regular expressions, pumping lemma for regular languages and closure properties

of regular languages. (Knowledge)

C213.3 Define CFG, derivations (Leftmost &Rightmost)and draw parse trees and gain Knowledge on

Ambiguity in Grammars. (Knowledge)

C213.4 Define and design a PDA for a given CFL. Prove the equivalence of CFG and PDA and their inter-

conversions. (Knowledge)
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C213.5 Illustrate CFG normal forms, Use pumping lemma to prove that a language is not a CFL

and Define and design TM for a given computation. (Comprehension)

C213.6 Differentiate between decidability and undecidability ,Generalize Turing Machines into

universal TMs (Analysis)

Mapping of course outcomes with program outcomes:

High-3 Medium-2 Low-1

PO/PSO
/CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 PSO1 PSO2

C213.1 2 1 2 - - - - - - - - - - -
C213.2 2 - 1 - 1 - - - - - - - 2 -
C213.3 2 1 2 - 1 - - - - - - - 2 -
C214.4 2 - - - - - - - - - - - - -
C213.5 2 1 2 - - - - - - - - - - -
C213.6 2 1 - - - - - - - - - - - -
C213 2 1 1.75 - 1 - - - - - - - 2 -
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CO–PO /PSO Mapping Justification

Course:Formal Languages and Automata Theory

PROGRAMME OUTCOMES(POs):

PO1 Engineering knowledge: Apply the knowledge of mathematics, science,
engineering fundamentals, and an engineering specialization to the solution of
complex engineering problems.

PO2 Problemanalysis:Identify, formulate,reviewresearchliterature,andanalysecomplex
engineering problems reaching substantiated conclusions using first principles of
mathematics, natural sciences, and engineering sciences.

PO3 Design/developmentofsolutions:Designsolutionsforcomplexengineeringproblems and
design system components or processes that meet the specified needs with
appropriateconsiderationforthepublichealthandsafety,andthecultural,societal,and
environmentalconsiderations.

PO5 Moderntoolusage:Create,select,andapplyappropriatetechniques, resources,and
modern engineering and IT tools including prediction and modeling to complex
engineering activities with an understanding of the limitations.

PROGRAM SPECIFICOUTCOMES (PSOs):

PSO1 Professional Skills:The ability to implementcomputer programs of varying complexity
In the areas related to web design, cloud computing and networking.
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C213.1 DesignfiniteautomatawithoutoutputlikeDFA, NFA,€-NFAandfiniteautomata

WithOutputlikeMooreandmealymachinesandalso conversionsamongthemlike (NFA
to DFA). (Synthesis)

Justification
PO1 Gainknowledgeonfinite automata.(level2)
PO2 Analyseproblemandaccordinglyconstructfiniteautomata.(level1)
PO3 Designsolutionsforengineeringproblemsanddesignsystemcomponentsusingfinite

automata.(level2)

C213.2Recognizeaboutregularexpressions,pumpinglemmaforregularlanguagesand Closure
properties of regular languages. (Knowledge)

Justification
PO1 Gainknowledgeonregularexpressions.(level2)
PO3 Useregularexpressionsconceptinpatternmatching.(level1)
PO5 Tocreatelexprogramsuseregular expressions.(level1)
PSO1 InWebdesigning,fortextsearchinguseregularexpressions.(level2)

C213.3DefineCFG,derivations(Leftmost &Rightmost)anddrawparsetreesandgain Knowledge
on Ambiguity in Grammars. (Knowledge)

Justification
PO1 GainknowledgeonCFG,derivationsandparsetrees(level2)
PO2 AnalyseproblemandaccordinglyconstructCFG. (level1)
PO3 UseCFGindesignofparsersincompilerdesignandXML.(level2)
PO5 TocreateYACC(parsers) useCFG.(level1)
PSO1 Incompiler design(Parsers),webdesigning(XML,DTD)useCFG.(level2)

C213.4Define and designa PDA for a givenCFL. Prove the equivalence ofCFG and PDAand
their inter-conversions. (Knowledge).

Justification
PO1 Gainknowledge onpushdownautomata(level2)

C213.5 IllustrateCFGnormalforms,Usepumping lemmatoprovethatalanguageis notaCFL
and Define and design TM fora given computation. (Comprehension)

Justification
PO1 Gain knowledge on CFG normal formsand Turing machines.(level2)
PO2 Analyse problem and accordingly construct Turing machine(level1)
PO3 Design solutions for engineering problems usingTuring machine(level2)
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C213.6 Differentiate between decidability and undesirability,GeneralizeTuring
MachinesintouniversalTMs(Analysis)

Justification
PO1 Gainknowledgeondecidability,undecidability, universalTMandpost correspondence

problem(level2)
PO2 Analyseproblemandsolveit.(level1)
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CLASS TIME TABLE

Personal time table
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DEPARTMENT OF COMPUTER ENGINEERING (SE)

Method of teaching, Chalk and talk/ppts/NPTEL lectures/cd/innovative teaching method, etc.

1. Chalk and Talk (Traditional Method)

 Pros: Simple, direct interaction with students, flexible for impromptu explanations, and
allows for personalization of teaching pace.

 How to Improve It for Flat Subjects:
o Use Visuals: Draw diagrams and flowcharts to illustrate concepts like state diagrams

for automata, parsing trees for grammars, etc.
o Relate to Real-World Applications: Try to link abstract concepts to real-life

examples or simple computing problems, such as search engines (regular expressions)
or programming language compilers (context-free grammars).

o Interactive Discussions: Engage students by asking questions or encouraging them
to explain concepts as they are learning.

2. PowerPoint Presentations (PPTs)

 Pros: Can include diagrams, bullet points, videos, and other visuals that make abstract
concepts clearer.

 How to Improve It:
o Clear Visuals: Use animations to show how automata change states, or how a string

is parsed by a context-free grammar.
o Step-by-Step Breakdown: Break complex problems into simple steps. For instance,

show the process of evaluating a regular expression using a DFA or constructing a
CFG.

o Interactive Slides: Include quiz questions or polls during the presentation to check
comprehension (e.g., "What happens when this NFA receives input X?").

3. NPTEL (National Programme on Technology Enhanced Learning) Lectures

 Pros: High-quality, well-structured content from experts in the field. Self-paced learning is
possible.

 How to Improve It:
o Flipped Classroom Approach: Assign NPTEL lectures as homework and then

spend class time discussing the most challenging concepts from those lectures.
o Active Discussion After Viewing: After watching NPTEL videos, have an in-class

discussion or Q&A session to clear doubts.
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o Supplementary Exercises: Use practice problems, coding exercises, or simulation
tools related to the NPTEL content to enhance learning.

4. Innovative Teaching Methods

 Gamification: Create challenges or games that involve solving automata problems or
language problems. For example, students could "race" against time to design a DFA or
NFA for a given language.

 Hands-on Software Tools:
o JFLAP: A great tool for simulating automata, Turing machines, and grammars.

Have students experiment with designing automata or proving languages are regular
or context-free using JFLAP.

o Automata-based Programming: Use coding assignments where students
implement automata algorithms or grammars in their favorite programming language
(e.g., writing a program to simulate a DFA or NFA).

 Role Play: For complex concepts, have students "become" the automata, grammars, or
machines, physically walking through transitions to help visualize concepts like state
changes in a DFA or parsing a string using a CFG.

 Concept Maps: Encourage students to create mind maps or concept maps for topics like
finite automata, regular expressions, context-free grammars, etc., which show the
connections between different concepts.

5. Flipped Classroom

 How It Works: The idea is that students learn the basic concepts outside of class (via
readings, videos, or online resources like NPTEL), and class time is used for active
problem-solving and discussions.

 How to Apply:
o Provide short introductory videos or readings on the topic of the day.
o In class, engage students in solving problems related to the topic, discuss real-world

applications, and troubleshoot any confusions.
o Incorporate peer discussions and group work to help students collaborate on complex

problems.

6. Interactive Online Learning Platforms

 Tools: Platforms like Khan Academy, Coursera, Udacity, or edX can provide online
resources, interactive exercises, and quizzes that allow students to learn at their own pace.

 Benefits: Students can revisit tough topics, complete interactive quizzes, and engage with a
variety of resources such as animations, simulations, and hands-on coding exercises.

7. Project-Based Learning

 Approach: Assign a project that requires students to apply what they've learned to real-
world problems, such as creating a simple compiler or developing a software tool that
recognizes regular languages or simulates a Turing machine.

 How to Implement:
o Divide students into teams and assign them a problem or project that involves

multiple concepts (e.g., developing a finite automaton to recognize a specific
language).

o Provide periodic feedback and encourage collaboration.
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o Have students present their projects at the end of the semester, explaining their
approach and solutions.

8. Collaborative Learning (Peer Learning)

 Group Work: Organize students into groups to discuss difficult topics (e.g., design an
automaton for a particular language or prove a language is context-free).

 Peer Teaching: Encourage students who grasp concepts faster to explain them to their peers
in simple terms.

 Study Groups: Organize informal study groups where students can work together to solve
problems, learn from each other, and get support from the teacher when necessary.

9. Use of Animation/Visualization Tools

 Simulations of Automata: Tools like JFLAP or web-based simulators can show state
transitions in real-time, which helps students visualize the concepts they are learning.

 Automata in Action: Use animations or video clips that demonstrate how finite state
machines process input strings, or how context-free grammars generate languages.

10. Incorporating Coding

 Code along: Students can write code to implement finite automata, Turing machines, or
parsers in various programming languages (e.g., Python, Java, or C++).

 Project Examples: Have them write simple regex parsers, or create a language recognizer
using finite automata, to give practical exposure to theoretical concepts.
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LESSON PLAN

Lesson Plan & Delivery Report
Department of Computer Science and Engineering

Subject: Formal Languages &Automata Theory

Class: IICSW- II SEM Commencement of Class Work: 16-12-24

Regulation: R22 Academic Year: 2024-25

UNIT- I Introduction to Finite Automata: (No. of Lectures – 15)

Topics
(as per syllabus) Subtopics Lect.

No.
Scheduled

Date

Topic
Delivered
Date

REMARKS

Structural
Representations

 About Subject & Guide
lines

 Vision, Mission, CO’s of
subject

 Text & Reference Books

L1 19.12.24

16/12/24
to

18/12/24
task

workshop
 Representation of Finite

Automata
 Transition Table b)

Transition Diagram

L2 20.12.24

Automata and
Complexity

 Automata and
Complexity

L3 23.12.24

the Central
Concepts of
Automata Theory

 Alphabets
 Strings
 Languages

L4
24.12.24

 Problems L5 27.12.24

Nondeterministic
Finite Automata

 Formal Definition
 An application
 Text Search

L6 30.12.24

 Examples on
Nondeterministic Finite
Automata

L7 31.12.24

 Finite Automata with
Epsilon-Transitions L8 02.01.25

 Examples on Epsilon-
Transitions

L9
03.01.25
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 Automata and
Complexity

L10
06.01.25

Deterministic
Finite Automata:

 Definition of DFA
 How A DFA Process

Strings
 The language of DFA

L11 07.01.25

 Conversion of NFA with
€-transitions to NFA
without €-transitions

L12 08.01.25

 Conversion of NFA to
DFA

L13 09.01.25

 Moore machines L14 10.01.25

 Melay Machines L15 12.01.25

UNIT II: Regular Expressions (No. of Lectures – 13)
Topics

(as per syllabus) Subtopics Lect.
No.

Scheduled
Date

Topic
Delivered Date REMARKS

Regular
Expressions

 Finite Automata and
Regular Expressions, L16 17.01.25

 Applications of Regular
Expressions L17 20.01.25

 Algebraic Laws for
Regular Expressions L18 21.01.25

 Conversion of Finite
Automata to Regular
Expressions

L19 22.01.25

 Examples on Regular
Expressions

L20 23.01.25

Pumping Lemma
for Regular
Languages

 Statement of the
pumping lemma

L21 27.01.25

 Applications of the
Pumping Lemma

L22 28.01.25

 Examples on pumping


L23 29.01.25

Closure
Properties of
Regular
Languages

 Closure properties of
Regular languages L24 30.01.25

 Decision Properties of
Regular Languages L25 31.01.25

 Equivalence of
Automata L26 03.02.25

 Minimization of
Automata L27 04.02.25

 Examples on
Minimization of
Automata

L28 05.02.25
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UNIT III Context Free Grammar: (No. of Lectures – 14)

Topics
(as per syllabus) Subtopics Lect.

No.
Scheduled

Date

Topic
Delivered
Date

REMARKS

Context-Free
Grammars

 Definition of Context-
Free Grammars L29 06.02.25

 Examples of Context-
Free Grammars L30 07.02.25

 Derivations Using a
Grammar L31 08.02.25

 Examples on
Derivations Using a
Grammar

L32 10.02.25

 Applications of Regular
Expressions L33 11.02.25

Review of
Syllabus &
Planning
(Mid I)

 Review of Theory
Questions

 Review of Objective
Questions

 Plan for Mid I Exam
 Tips to get good marks

L34 12.02.25

MID Schedule: (13.02.2025 to 15.02.2025) Mid I Exam (FLAT) :

Context Free
Grammar

 Leftmost and
Rightmost Derivations

L35 18.02.25

 the Language of a
Grammar

 Sentential Forms
L36 19.02.25

Applications of
Context Free
Grammar

 Parse Tress
 Applications of

Context-Free
Grammars

L37 21.02.25

 Ambiguity in
Grammars and
Languages

L38 24.02.25

Push Down
Automata

 Definition of the
Pushdown Automaton L39 25.02.25

 Equivalence of PDA's
and CFG's, Acceptance
by final state
Acceptance by empty
stack

L40 27.02.25

 Deterministic
Pushdown Automata
From CFG to PDA

L41 28.02.25
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 From PDA to CFG. L42 03.03.25

UNIT – IV Turing machine(No of Lectures : 10)

Topics
(as per syllabus) Subtopics Lect.

No.
Scheduled

Date

Topic
Delivered
Date

No. of
absentees

Normal Forms
for Context- Free
Grammars

 Eliminating useless
symbols L43 04.03.25

 Eliminating €-
Productions L44 05.03.25

 Chomsky Normal form. L45 06.03.25

Normal Forms  Griebech Normal form. L46 07.03.25

Pumping Lemma
for Context-Free
Languages

 Statement of pumping
lemma

 Applications
 Examples on Pumping

Lemma

L47 10.03.25

Closure
Properties of
Context-Free
Languages

 Closure properties of
CFL’s,

 Decision Properties of
CFL's examples

L48 12.03.25

Closure
Properties of
Context-Free
Languages

 Related problems on
CFL L49 14.03.25

Turing Machines

 Introduction to Turing
Machine

 Formal Description
 Instantaneous

description

L50 17.03.25

Turing Machines  Examples L51 18.03.25

Overview

 The language of a
Turing machine

 Overview of complete
IV Unit

L52 19.03.25

UNIT – V: (No. of Lectures – 14)

Topics
(as per syllabus) Subtopics Lect.

No.
Scheduled

Date

Topic
Delivered
Date

No. of
absentees

Types of Turing
machine

 Turing machines
 Halting problem

L53 20.03.25
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Undecidability

 Undecidability L54 21.03.25

 A Language that is Not
Recursively Enumerable L55 24.03.25

 An Undecidable
Problem That is RE L56 25.03.25

 Undecidable Problems
about Turing Machines L57 26.03.25

 Recursive languages L58 27.03.25

 Properties of recursive
languages L59 28.03.25

 Post's Correspondence
Problem L60 02.04.25

 Modified PCP L61 03.04.25

Examples for Post
correspondence problems L62 04.04.25

Undecidable problems L63 07.04.25

 Other Undecidable
Problems L64 08.04.25

 Counter machines L65 10.04.25

Review of
Syllabus &

Planning (Mid
II)

 Review of Theory
Questions

 Review of Objective
Questions

 Plan for Mid II Exam
 Tips to get good marks

L66 11.04.25

Day of Last Day of 2nd Spell of Instruction 12.04.2025

MID II Schedule: (15.04.2025 To 17.04.2025)
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LECTURE NOTES

UNIT-1
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MID EXAMINATION QUESTION PAPER

MID-I Examination, FEB-2025

Course: B.Tech, Branch-CE (SE), Year & Semester: II-IISem

Subject: Formal languages and Automata Theory Date: 12-02-2025

Duration: 2 Hour, Max Marks: 30

PART-A

Answer any four Questions Marks [20]

1. a) a finite automaton accepting all strings over {0, 1} having even number of 0’s and even
number of 1’s ?
b) Construct a finite automaton accepting all strings over {0, 1} starts with abb?

2. Construct a DFA for the regular expression (0+1)* using indirect method?

3. a) List down the Identity Rules for the Regular Expression?
b) Explain the Arden’s theorem?

4. Explain with an example about Minimization of the DFA?

5. What is Grammar ? Explain CFG with an example ?

6. Explain pumping lemma concept with an example ?

PART –B

Multiple choice questions Marks [ 5 ]

1. There are ________ tuples in finite state machine. [ ]
a) 4
b) 5
c) 6
d) unlimited

2. Transition function maps. [ ]
a) Σ * Q -> Σ
b) Q * Q -> Σ
c) Σ * Σ -> Q
d) Q * Σ -> Q
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3. Number of states requires accepting string ends with 10. [ ]
a) 3
b) 2
c) 1
d) can’t be represented.

4. Extended transition function is. [ ]
a) Q * Σ* -> Q
b) Q * Σ -> Q
c) Q* * Σ* -> Σ
d) Q * Σ -> Σ

5. δ*(q,ya) is equivalent to . [ ]

a) δ((q,y),a)
b) δ(δ*(q,y),a)
c) δ(q,ya)
d) independent from δ notation

6. String X is accepted by finite automata if [ ] .
a) δ*(q,x) E A
b) δ(q,x) E A
c) δ*(Q0,x) E A
d) δ(Q0,x) E A

7. Languages of a automata is [ ]
a) If it is accepted by automata
b) If it halts
c) If automata touch final state in its life time
d) All language are language of automata

8. Language of finite automata is. [ ]
a) Type 0
b) Type 1
c) Type 2
d) Type 3

9. Finite automata requires minimum _______ number of stacks.
a) 1
b) 0
c) 2
d) None of the mentioned

10. Number of final state require to accept Φ in minimal finite automata. [ ]
a) 1
b) 2
c) 3
d) None of the mentioned



FORMAL LANGUAGES AND AUTOMATA THEORY IIB.TECH-IISEM4

Fill in the Blanks Marks [5]

11. How many DFA’s exits with two states over input alphabet {0,1} ________________

12. The basic limitation of finite automata is that_________________

13. Moore Machine is an application of______________

14 . In Moore machine, output is produced over the change of________-

15. The finite automata is called NFA when there exists____________ for a specific input from current
state to next state

16. ε-closure of state is combination of self state and ________________

17. In mealy machine, the O/P depends upon_____________

18. The major difference between Mealy and Moore machine is about__________-

19. Mealy and Moore machine can be categorized as:

20.An e-NFA is ___________ tuple representation.
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Previous year questions
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UNIT WISE IMPORTANT QUESTIONS
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Tutorial problems with blooms mapping

In the context of Formal Languages and Automata Theory, Bloom's Taxonomy can be a useful
framework for structuring problem-solving and learning outcomes. Bloom's Taxonomy categorizes
learning objectives into levels of complexity: Remember, Understand, Apply, Analyze, Evaluate, and
Create. I'll present a few tutorial problems that correspond to different levels of Bloom's Taxonomy.

1. Remember (Knowledge):

 Problem 1:
Define the following terms:
a. Alphabet
b. String
c. Language
d. Finite Automaton
e. Regular Expression

 Solution:
Provide definitions for each term, with examples if needed.

o Alphabet: A finite set of symbols, e.g., Σ = {0, 1}.
o String: A finite sequence of symbols from an alphabet, e.g., "101".
o Language: A set of strings over an alphabet, e.g., L = { "0", "1", "01", "10" }.
o Finite Automaton: A machine with a finite set of states used to recognize regular

languages.
o Regular Expression: A formal notation for defining regular languages.

2. Understand (Comprehension):

 Problem 2:
Explain why the set of strings consisting of an even number of 0s and an odd number of 1s is not
regular. Use the pumping lemma to justify your answer.

Solution:

 Solution:
This problem requires an understanding of the pumping lemma. You would show that the string
"000111" cannot be pumped without breaking the conditions of having an even number of 0s and
an odd number of 1s. Pumping a portion of the string could lead to an imbalance in the numbers of
0s and 1s. Thus, the language is not regular.

3. Apply (Application):

 Problem 3:
Construct a Deterministic Finite Automaton (DFA) that accepts the language of strings over {0, 1}
where the string contains at least one '1'.
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Solution:

o The DFA should have two states:
 q0 (initial state): If a '0' is read, the machine stays in state q0; if a '1' is read, the

machine transitions to state q1.
 q1 (accepting state): Once in state q1, the machine stays in q1, Once in state q1,

the machine stays in q1, accepting any further input.

State transitions:

 q0 → on input '0' → q0
 q0 → on input '1' → q1
 q1 → on input '0' → q1
 q1 → on input '1' → q1

Acceptance condition: The string is accepted if the machine ends in state q1.

4. Analyze (Analysis):

 Problem 4:
Given the context-free grammar:

 Analyze the language generated by this grammar. What kind of strings does it accept?

Solution:
The grammar generates strings that consist of an equal number of 'a's followed by an equal
number of 'b's, with no other characters. The analysis of the grammar reveals that the language is
of the form { a^n b^n | n ≥ 0 }. This is a classic example of a context-free language.

5. Evaluate (Evaluation):

 Problem 5:
Evaluate whether the following language is context-free or not:

Solution:
This language is not context-free. The intuition comes from the fact that a context-free
grammar cannot ensure that two arbitrary halves of a string are identical. The pumping lemma
for context-free languages can be used to formally prove that this language cannot be context-
free.

6. Create (Synthesis):

 Problem 6:
Create a pushdown automaton (PDA) for the language L = { w ∈ {a, b}* | the number of 'a's is
equal to the number of 'b's }.

Solution:
To create a PDA for this language, one would design a machine that pushes symbols onto a stack
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when it reads 'a' and pops symbols when it reads 'b', ensuring that the number of 'a's and 'b's are
equal. The PDA would need to handle the following transitions:

o On reading 'a', push 'A' onto the stack.
o On reading 'b', pop an 'A' from the stack.
o Accept if the stack is empty after reading the entire input string.

Transitions:

o (q0, a, ε) → (q0, A)
o (q0, b, A) → (q0, ε)
o (q0, ε, ε) → (q_accept, ε) (if the stack is empty)
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Assignment questions with blooms mapping
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List of students

S.No Roll Number Name of the Student

1 22C31A5601 ABUBAKKAR SIDDIK
2 22C31A5602 AMBARAGONDA SUNNY
3 22C31A5603 AMGOTH ANUSHA
4 22C31A5604 ANIPEDDI MANIKANTA
5 22C31A5605 ANUSHA
6 22C31A5606 ANNEBOINA NAVATHA

7 22C31A5607
ARUMBAKA PRATHAP
KUMAR

8 22C31A5608 BALNE RAKESH
9 22C31A5609 BASVA VEENA
10 22C31A5610 BOGADAMEEDI SHIVA TEJA
11 22C31A5611 BUSHRA SAMREEN
12 22C31A5612 CHEERA NIKSHITHA
13 22C31A5613 DAYYALA SRILEKHA
14 22C31A5614 DEEKONDA VYSHNAVI
15 22C31A5615 DOMMATI SHIVA SAI
16 22C31A5616 DONGALA AKHILA
17 22C31A5617 EERLA HARIKA
18 22C31A5618 ENCHARLA RAMU
19 22C31A5619 GATLA NAGARAJU
20 22C31A5620 GOLLA ABHINAV

21 22C31A5622
HANUMANDLA SURYA
VARUN

22 22C31A5623 JEEJULA SRINIJA
23 22C31A5624 KANDAGATLA BHAVANA
24 22C31A5625 KOKKONDA ASHRITH
25 22C31A5626 KOMATLA SHYAMESH
26 22C31A5627 KUSA ANJALI
27 22C31A5628 KUTHURU SREEJA
28 22C31A5629 MAMIDALA KAVYA
29 22C31A5630 MANDALA JAGADEESH
30 22C31A5631 MEKA OMSAI
31 22C31A5632 MOHAMMAD ABDUL JALEEL
32 22C31A5633 MOHAMMAD IMRAN
33 22C31A5634 MULA VIKAS REDDY
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34 22C31A5635 NUNE ROSHNA
35 22C31A5636 OORUGONDA ABHINAYA
36 22C31A5637 PALLEPATI NISHANTH
37 22C31A5638 PEDAKASU ALEKYA
38 22C31A5639 PETLOJU SOWMYA
39 22C31A5640 PIDISHETTI SAICHARITHA
40 22C31A5641 PINNOJU RAJESHWARI
41 22C31A5642 PITTALA SRIYA
42 22C31A5643 POCHAMPALLY HARSHITHA
43 22C31A5644 POSHALA DILEEP
44 22C31A5645 PUNNAM HARSHITHA
45 22C31A5646 RAVULA SAIKUMAR
46 22C31A5647 SAILI NIKITHA
47 22C31A5648 SARVA SRINIVAS
48 22C31A5649 SHIREEN SULTHANA
49 22C31A5650 TANBIR AHMED

50 22C31A5651 THADAKA RAKESH
51 22C31A5652 THATIPAMULA CHANDRA
52 22C31A5653 THIRUNAHARI ABHINAY
53 22C31A5654 THOTA KOUSHIK
54 22C31A5655 THOTA SUPRITHA
55 22C31A5656 VANAM SNEHA

56 22C31A5657
VEERAMALLA
RAVICHANDRA

57 22C31A5658 VELPULA NAVEEN
58 22C31A5659 VENNU SRI NANDHA GOPAL
59 22C31A5660 VUPPULA ROHITH KUMAR
60 23C35A5601 BATTINI KARTHIK RAJ
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Scheme and evaluation of internal tests
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Marks sheet
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