
 

 

Course File Contents: 

S.No Name of the Topic Page No 

1. Cover page   

2. Vision and Mission of the department  

3. PEOs, POs and PSOs  

4. Syllabus copy and Academic calendar  

5. Brief notes on the importance of the course   

6. Prerequisites if any  

7. Course objectives and outcomes  

8. CO-PO, CO-PSO mapping and Justification  

9. Class Time table and Individual time table  

10 Method of teaching, Chalk and talk/ppts/NPTEL lectures/cds,etc.  

11 Lecture schedule(without faculty name)   

12 Detailed notes  

13 Additional topics  

14 Mid exam question Papers- Theory and quiz  

15 University Question papers of previous years  

16 Unit-wise quiz questions  

17 Tutorial problems with blooms mapping  

18 Assignment  questions with blooms mapping  

19 List ofstudents.  

20 Scheme and solution of internaltests.  

21 Sample answerpapers.  

22 Markssheet.  

23 Result analysis for internal exams (tests) with respect toCOs-POs.  

24 Result analysis for external exams (university)   

25 CO and PO attainment sheet  

26 References, Journals, websites and E-links if any  

 

 

 

  



 

 
 
 

 
 

DIGITAL NOTES ON 

 
 

COMPUTER ORGANIZATION AND  

ARCHITECTURE 

 
           ( 22CS312PC) 

 
 

B.Tech 

(II Year- I Sem)  

(2024-2025) 

 
 
 
 
  

                                                                                       
                                                    

 

 

                                                        

 

 

DEPARTMENT OF CSE (ARTIFICIAL INTELLIGENCE AND               

MACHINE LEARNING) 

 
BALAJI INSTITUDE OF TECHNOLOGY & SCIENCE 

(Autonomous UGC,Govt.ofIndia) 
(Affiliated toJNTUH,Hyderabad,ApprovedbyAICTE –Accredited by NBA&NAAC A+‟Grade-

ISO9001:2015Certified) 

         Warangal-Narsampet Rd, Laknepally, Madhira D, Telangana 506330 
 
 

 



 

 

 

                                           CSE (Artificial Intelligence & Machine Learning) 

 

                       II. VISION AND MISSION OF THE DEPARTMENT 
 

 

                                                                       

 

                                                              VISION 

 

To be a global leader in Artificial Intelligence and Machine Learning research, innovation, 

and education, driving 

 transformative advancements that empower industries, enhance human capabilities, and 

contribute to a smarter, 

 more sustainable world. 

                                                               MISSION 

M1:Innovative Research& Quality Education – To Conduct research on cutting-edge 

Technologies to address 

 complex real-world problems across diverse domains and provide world-class education and training 

to equip students with technical expertise, ethical  responsibility, and problem-solving skills. 

 

M2:  Industry Collaboration & Ethical AI Development –To Foster strong partnerships 

with industries, 

 academia, and government organizations to develop impactful AI solutions and promote 

responsible and ethical  

AI practices that align with societal values and global sustainability. 

 

M3: Entrepreneurship & Innovation – Encourage entrepreneurship and the development of 

AI-driven start-ups 

 and products that contribute to economic growth. 

 

M4: Community Engagement – Engage with communities to spread AI awareness, 

inclusivity, and accessibility  

for societal benefit. 

  



 

        

III. PEOs, POs and PSOs 

 

 

Program Educational Objectives 

 

PEO1 Graduates shall apply the analytical, decision making and prediction skills in AI & ML 
to formulate and solve complex intelligent computing and multidisciplinary problems.  

PEO2 Graduates will be able to take up higher studies, research & development by acquiring 
in-depth knowledge in Artificial Intelligence & Machine Learning.  

PEO3 Graduates will be able to exhibit their employability skills and practice the ethics of 
their profession with a sense of social responsibility.  

Programs Outcomes 

PO1 Engineering knowledge: graduate of the Artificial Intelligence & Machine 

Learning Program will demonstrate: 

PO2 Problem analysis:Engineering knowledge: Apply the knowledge of mathematics, 

science, engineering fundamentals, and an engineering specialization to the 

solution of complex engineering problems. 

PO3 Design/development of solutions: Problem analysis: Identify, formulate, review 

research literature, and analyze complex engineering problems reaching 

substantiated conclusions using first principles of mathematics, natural sciences, 

and engineering sciences 

PO4 Conduct investigations of complex problems: Design/development of solutions: 

Design solutions for complex engineering problems and design system components 

or processes that meet the specified needs with appropriate consideration for the 

public health and safety, and the cultural, societal, and environmental 

considerations. 

PO5 Modern tool usage:Conduct investigations of complex problems: Use research-

based knowledge and research methods including design of experiments, analysis 

and interpretation of data, and synthesis of the information to provide valid 

conclusions 

PO6 The engineer and society:.Modern tool usage: Create, select, and apply 

appropriate techniques, resources, and modern engineering and IT tools including 

prediction and modeling to complex engineering activities with an understanding 

of the limitations. 

PO7 Environment and sustainability:Environment and sustainability: Understand the 

impact of the professional engineering solutions in societal  



 

and environmental contexts, and demonstrate the knowledge of, and need  

for sustainable development. 

PO8 Ethics:The engineer and society: Apply reasoning informed by the contextual 

knowledge to assess societal, health, safety, legal and cultural issues and the 

consequent responsibilities relevant to the professional engineering practice.  

 

Program Specific Outcomes (PSOs) 

 

 

PSO1: 

Apply a set of Artificial Intelligence principles, tools, and techniques to model 

various real-world business problems, analyze them, and suggest a suitable 

solution by communicating relevant findings and effectively presenting results 

using appropriate techniques.  

 

PSO2: 

Apply the skills of Artificial Intelligence and Machine Learning in the areas of 

Health Care, Education, Agriculture, e-commerce, financial sector, Smart 

Systems, and Multi-disciplinary areas of AI. 

 

PSO3: 

Cultivate the ability to work in teams and learn by participating in Technical 

Events and Social Welfare Programs and develop the attitude for working 

productively as an individual and in cross- disciplinary teams to become better 

citizens in multicultural world.  

 
  



 

        

BALAJI INSTITUTE OF TECHNOLOGY AND SCIENCE 

(AUTONOMOUS) 

 

22CS312PC:COMPUTERORGANIZATIONANDARCHITECTURE 

 
B.Tech.IIYearI Sem. LTPC 

300 3 

Co-requisite: ACourseon“Digital Electronics”. 

 

UNIT-I 

Digital Computers: Introduction, Block diagram of Digital Computer, Definition of 

Computer Organization, Computer Design and Computer Architecture. 

RegisterTransferLanguageandMicrooperations:RegisterTransferlanguage,RegisterTransfer,Bu

s and memory transfers, Arithmetic Micro operations, logic micro operations, shift micro 

operations, Arithmetic logic shift unit. 

Basic Computer Organization and Design: Instruction codes, Computer Registers 

Computerinstructions,TimingandControl,Instructioncycle, 

MemoryReferenceInstructions,Input –Outputand Interrupt. 

 

UNIT-II 

Microprogrammed Control: Control memory, Address sequencing, micro program 

example, design of control unit. 

CentralProcessingUnit:GeneralRegisterOrganization,InstructionFormats,Addressingmodes,Da

ta Transfer and Manipulation, Program Control. 

 

UNIT-III 

DataRepresentation:Datatypes,Complements,FixedPointRepresentation,FloatingPoint 

Representation. 

ComputerArithmetic:Addition and subtraction,multiplication 
Algorithms,DivisionAlgorithms,Floating 

–pointArithmeticoperations. DecimalArithmeticunit,Decimal Arithmetic operations. 

 

 

 

 

 

UNIT- IV 

Input-OutputOrganization:Input-

OutputInterface,Asynchronousdatatransfer,ModesofTransfer, Priority Interrupt Direct 

memory Access. 

MemoryOrganization:MemoryHierarchy,MainMemory,Auxiliarymemory,AssociateMemor

y,Cache Memory. 

 

 

 

 

 

 

 

 



 

UNIT-V 

ReducedInstructionSetComputer:CISCCharacteristics,RISCCharacteristics. 

Pipeline and Vector Processing: Parallel Processing, Pipelining, Arithmetic Pipeline, 

Instruction Pipeline, RISC Pipeline, Vector Processing, Array Processor. 

Multi Processors: Characteristics ofMultiprocessors, Interconnection Structures, 

Interprocessor arbitration, Interprocessor communication and synchronization, Cache 

Coherence. 

 

TEXTBOOK: 

1. ComputerSystemArchitecture–M.MorrisMano,ThirdEdition,Pearson/PHI. 

 

REFERENCEBOOKS: 

1. ComputerOrganization–Carl Hamacher,ZvonksVranesic,SafeaZaky, VthEdition,McGraw Hill. 

2. ComputerOrganizationandArchitecture–WilliamStallingsSixthEdition,Pearson/PHI. 

3. StructuredComputerOrganization–AndrewS.Tanenbaum,4thEdition, PHI/Pearson. 

 
 

 

  

 

 
 

 

 



 

 
          

 

 

 

 

 

 

 

 

   

 

 



 

     V. BRIEF NOTES ON THE IMPORTANCE OF THE COURSE  

 

     Understanding Computer Organization and Architecture (COA) is crucial for computer science students  

     as it    provides a foundational knowledge of how hardware and software interact, enabling efficient  

     system design, software optimization, and debugging. 

     Here's a more detailed explanation of why COA is important: 

    1. Understanding Hardware and Software Interaction: 

 COA helps students understand the inner workings of a computer system, including how hardware 

components like the CPU, memory, and peripherals interact 

      It provides insights into how software interacts with hardware, allowing developers to write efficient code 

      That leverages the strengths of the underlying architecture. 

    2. Optimizing Software and System Performance: 

 By understanding hardware constraints and capabilities, developers can optimize software to make full use 

of the underlying hardware and enhance overall system performance. 

 COA knowledge enables the analysis and evaluation of system performance, aiding in identifying 

bottlenecks and areas for improvement. 

    3. Designing Efficient and Reliable Systems: 

 COA is essential for designing and optimizing computer systems, enhancing overall performance, energy 

efficiency, and reliability. 

    It helps in understanding the trade-offs involved in different architectural choices and making informed 

decisions about hardware resources. 

    4. Debugging and Troubleshooting: 

 A solid understanding of COA is crucial for diagnosing and resolving hardware-related issues, improving 

system reliability. 

 It allows engineers to understand the root causes of problems and implement effective solutions. 

    5. Contributing to Technological Advancements: 

 COA knowledge is essential for researchers and engineers who are developing new technologies and 

architectures. 

 It helps in understanding the limitations of current architectures and identifying opportunities for 

innovation. 

 

 

 

 

 

 

 

 

 

 



 

 

     VI. PREREQUISITES 

 
    To excel in a Computer Organization and Architecture (COA) subject, having a solid 

foundation in 

     digital logic, basic programming, and data structures is crucial.  

     Here's a more detailed breakdown of the prerequisites:  

 Digital Logic and Circuit Design:  

Understanding how logic gates, flip-flops, and other digital circuits work is essential 

for comprehending how computers perform operations at a low level.  

      Basic Programming:  

        Familiarity with a programming language like C or C++ is helpful for understanding 

how instructions 

        are executed and how different parts of the computer interact.  

      Data Structures and Algorithms:  

       A basic understanding of data structures and algorithms is important for understanding 

how data is 

       organized   and manipulated within a computer system.  

      Mathematics:  

       A strong foundation in mathematics, particularly Boolean algebra and discrete 

mathematics, is beneficial  

      for understanding the underlying principles of computer architecture.  

       Microprocessors:  

       Understanding the basics of microprocessors, including instruction set architecture (ISA), 

registers,  

       and memory access, can be helpful.  

      Operating Systems:  

      While not strictly a prerequisite, some knowledge of operating systems can help in 

understanding how 

       the computer interacts with software and hardware 

 

 

 

 

 

 

 

 

 

 
 

 

 



 

VII. COURSE OBJECTIVES & OUTCOMES 
 

 

            Course Objectives 

 

● The purpose of the course is to introduce principles of computer organization and the 

basic architectural concepts. 

● It begins with basic organization, design, and programming of a simple digital 

computer and introduces simple register transfer language to specify various 

computer operations. 

● Topics include computer arithmetic, instruction set design, micro programmed 

control unit, 

pipeliningandvectorprocessing,memoryorganizationandI/Osystems,andmultiprocess

ors 

 

Course Outcomes 

 

● Understand the basics of instruction sets and their impact on processor design. 

● Demonstrate an understanding of the design of the functional units of a digital 

computer system. 

● Evaluate cost performance and design trade-offs in designing and constructing a 

computer processor including memory. 

● Design a pipeline for consistent execution of instructions with minimum hazards. 

● Recognizeandmanipulaterepresentationsofnumbersstoredindigitalcomputers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

VIII. CO-PO, CO-PSO MAPPING& JUSTIFICATION 

 

CO-PO and CO-PSO Mapping table 

 

Course  Name: C203 (Computer Organization andArchitecture-22CS312PC) 

After Completion of the course student will be able to:      Year of Study: 2024-2025 

C203.1 
Understand the basic structure and components of a computer system, including 

the CPU, memory, and I/O devices. 

C203.2 
Learn the organization and functioning of digital logic circuits and how they 

contribute to computer architecture. 

C203.3 
Understand instruction sets, addressing modes, and the process of instruction 

execution in a processor. 

C203.4 
Analyze and evaluate the performance of various computer architectures, 

including pipelining and parallel processing. 

C203.5 
Gain practical knowledge in assembly language programming and low-level 

machine operations for efficient software-hardware interaction. 
 

 

 

 

 

JUSTIFICATION FOR COURSE OUTCOMES MAPPING WITH POs AND PSOs 

 COURSE OUTCOME 1 

 PO1 (Engineering Knowledge): Strong correlation as students apply fundamentals 

of  physics, mathematics, and electrostatics. 

 PO2 (Problem Analysis): Strong correlation, as students analyze charge distributions 

and field behavior. 

 PO3 (Design & Development of Solutions): Strong correlationas students evaluating 

field distribution calculations. 

 PO4 (Investigations of Complex Problems): Moderate correlationas students 

investigating magnetostatics properties using analytical tools. 

 COURSE OUTCOME 2 

 PO1 (Engineering Knowledge): Strong correlation as students apply fundamentals 

of physics, mathematics and magnetostatics 

 PO2 (Problem Analysis): Strong correlation as students analyze current distributions 

and field behavior in magnetostatics.  

Name of the Subject:C203 (Computer Organization andArchitecture-22CS312PC) 

Year of Study: 2024-2025 

 

 

 

 

 

 

 

 

 

 

CO PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

C203.1 3 2 - - 3 - - - - - - 2 

C203.2 3 2 - - - - - - - - - 2 

C203.3 3 2 - - - - - - - - - 2 

C203.4 3 2 - - - - - - - - - 2 

C203.5 3 2 - - - - - - - - - 2 

Average 3 2 - - 3 - - - - - - 2 



 

 PO3 (Design & Development of Solutions): Moderate correlation for applying 

magnetostatics for magnetic field distribution calculations. 

 PO4 (Investigations of Complex Problems):Moderate correlation for investigating 

electromagnetic properties using analytical tools. 

 COURSE OUTCOME 3 

 PO1 (Engineering Knowledge): Strong correlation as students apply fundamentals 

of physics, mathematics and electromagnetics 

 PO2 (Problem Analysis): Strong correlationas students analyze time varying charge 

distributions and time varying current distributions field behavior. 

 PO3 (Design & Development of Solutions): Strong correlation, as students calculate 

electric and magnetic field for time varying charge andtime varying current 

distributions 

 PO4 (Investigations of Complex Problems):Strong correlation as students 

investigates boundary conditions in different media. 

 COURSE OUTCOME 4 

 PO1 (Engineering Knowledge): Strong correlations as students apply fundamentals 

of wave propagation in different media and related concepts like reflection and 

refraction. 

 PO2 (Problem Analysis): Strong correlations as students Identifies and evaluates 

wave behavior in conducting and dielectric media. 

 PO3 (Design & Development of Solutions): Strong correlations as students Solve 

practical engineering problems involving electromagnetic wave propagation. 

 PO4 (Investigations of Complex Problems): Moderate correlations as students 

investigate wave propagation parameters for different media. 

 COURSE OUTCOME 5 

 PO1 (Engineering Knowledge): Strong correlations as students apply fundamentals 

like line equations, impedance matching, smith chart etc. 

 PO2 (Problem Analysis): Strong correlation as students analyzes transmission line 

parameters, input impedance, VSWR, and reflection coefficient in transmission lines 

 PO3 (Design & Development of Solutions): Strong correlation as student applies 

advanced mathematical models to evaluate transmission line performance and designs 

circuits involving transmission lines using the Smith chart 

 PO4 (Investigations of Complex Problems): Strong correlation as student 

investigates transmission line properties using theoretical approaches



 

 

 

 

CLASS TIME TABLE 

A.Y. 2024-25 (I Sem) Reg (R22) 

 
 Class: B.Tech  II CSM A                      Room No.:  402-D                   w.e.f. 08.07.2024 
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X. METHOD OF TEACHING 

Teaching methods for a course on Data analytics’ should be diverse and interactive to cater to the 

complexity and depth of the subject matter. Here are some effective methods: 

1. LECTURES 

TRADITIONAL LECTURES: Using clear explanations, real-world examples, and visual aids like 

slides and diagrams for explaining key concepts such as Maxwell’s equations, wave propagation, and 

transmission line theory. 

GUEST LECTURES: Invited industry experts/researchers for providing insights into current trends 

and applications of electromagnetic fields and transmission lines. 

2. INTERACTIVE LEARNING 

PROBLEM-SOLVING SESSIONS: Conducting sessions where students solve problems in real-time, 

encouraging participation and collaborative learning. 

Q&A SESSIONS: Regularly holding sessions where students can ask questions and engage in 

discussions to clarify doubts and deepen their understanding. 

3. LABORATORY EXERCISES 

Hands-On EXPERIMENTS: Setting up laboratory experiments where students can observe and 

measure electromagnetic phenomena, such as wave propagation and impedance matching. 

4. PROJECTS AND CASE STUDIES 

DESIGN PROJECTS: Assign projects where students design components such as antennas, 

transmission lines, or RF circuits, applying theoretical knowledge to practical problems. 

CASE STUDIES: Analyzing real-world case studies of electromagnetic field applications in various 

industries, encouraging students to think critically about practical challenges and solutions. 

5. FLIPPED CLASSROOM 

PRE-CLASS ASSIGNMENTS: Providing reading materials, videos, and online resources for students 

to study before class. This prepares them for more in-depth discussions and activities during class time. 

INTERACTIVE CLASS ACTIVITIES: Using class time for interactive activities such as group 

discussions, problem-solving, and hands-on experiments, reinforcing the pre-class material. 

6. ASSESSMENT AND FEEDBACK 

QUIZZES AND TESTS: Regular quizzes and tests to assess understanding and providing feedback on 

areas needing improvement. 

PEER REVIEW:  Incorporating peer review sessions for project presentations and reports, fostering 

collaborative learning and constructive criticism. 

7. VISUAL AND MULTIMEDIA AIDS 

VIDEOS AND ANIMATIONS: Using videos and animations to illustrate complex electromagnetic 

phenomena, making abstract concepts more tangible. 

8. COLLABORATIVE LEARNING 

GROUP PROJECTS: Encouraging teamwork through group projects where students can collaborate 

on designing and testing electromagnetic systems. 

STUDY GROUPS: Forming study groups to promote peer-to-peer learning and discussion outside of 

formal class hours. 

9. SUPPLEMENTARY RESOURCES 

ONLINE FORUMS: Creating online forums or discussion boards for students to ask questions, share 

resources, and discuss course material. 

READING MATERIALS: Provide a list of recommended textbooks, research papers, and articles for 

further reading and exploration of advanced topics. 



 

 

  S.No. Question Response(No

of students) 

(%) 

Noofstudents(

%) 

Response: b 

1. Preferredtheconventionallectureby“Talkandchalk”. (95%) 20 (5%) 

2. Diagramsshouldbeshownbydrawingonboard. (85%) 60 (15%) 

3. Conceptsbecomeclearerby“TalkandChalk”. (90%) 40 (10%) 

4. Teacherstakemoretimetoexplaintheconceptrathertha

n 

changingtheslidesfast. 

(92%) 32 (8%) 

5. Easiertotakedownnoteswhentaughtby“Talkandchal

k”method because power point slides are 

changed very fast. 

(90%) 40 (10%) 

6. Diagramsareeasiertofollowwhendrawnonboardstepb

ystep. 

(70%) 120 (30%) 

7. TheyconnectbetterwiththeteacherduringTalkandchal

klecture. 

(80%) 80 (20%) 

8. Lecturesshouldbetakenby“chalkandtalk”. (95%) Responseb:20(5

%) 

Responsec:60(15

%) 



 

 

 
 

Department of Computer Science And Engineering(AI &ML) 

Lesson Plan & Delivery Report  
Subject: Computer Organization and Architecture       Class: B.Tech II year - I SEM, CSM 

Faculty Name :                                                                    Regulation: R22   

Academic Year: 2024-25             Commencement of Class Work:  08.07.2024 

UNIT –I Digital Computers Organization and Design (No. of Lectures -14) 

 

Topics 

(as per syllabus) 
Sub Topics 

Lect

. No. 

Scheduled 

Date 

Topic 

Delivered 

Date 

 

Teach

ing     

Aid 

     ------------- 

 Introduction about Subject 

 Vision, mission, CO’s of 

subject 

 Introduction to computer 

organization 

 

 

 

 

 

 

 

 

L1 08-07-24  

 

Digital Computers 

  Block diagram of Digital 

Computer 

 Definition of Computer 

Organization 

 Computer Design and 

Computer Architecture 

  

L2 08-07-24  

 

Register Transfer 

Language and 

Micro operations: 

 

 Register Transfer language 

 
L3 13-07-24   

 Bus and memory transfers 

 
L4 14-07-24   

 Register Transfer 

 

 

 

  

L5 16-07-24   

 Arithmetic  

 
L6 18-07-24   

 Logic Micro operations 

  
L7 20-07-24   

 Shift and Arithmetic logic shift  

micro operations 
L8 21-07-24  

 

Basic Computer 

Organization and 

Design 

 Instruction codes 

 Computer Registers,  

 

L9 23-07-24  
 

 Computer Instructions L10 25-07-24   

 Timing and Control, 

 Instruction cycle 

 

L11 26-07-24  
 

 Memory Reference Instructions 

 
L12 

 

27-07-24 
 

 

  Input – Output and Interrupt. 

 
L13 28-07-24   

 
Overview of unit-1 L14 30-07-24   

   
   

 

   
   



 

UNIT-II Micro Programmed Control (No. of Lectures -13) 

Topics 

(as per syllabus 
Sub Topics 

Lect

. No. 

Scheduled 

Date 

Topic 

Delivered 

Date 

 

Teach

ing     

Aid 

 
 Control memory 

L15 3-08-24  
 

Address sequencing 

 

 Conditional Branching 

 Mapping Of Instructions 

 subroutines 

L16 4-08-24  

 

 micro program example L17 05-08-24   

 Design of control unit. 

 Micro program sequencer 

 

L18 07-08-24  

 

Central Processing 

Unit: 

 General Register 

Organization 

Control word 

L19 09-08-24  

 

 Example of  Micro 

operations 
L20 10-08-24  

 

 Instruction Formats 

 Three address Instructions 

 Two address Instructions 
L21 11-08-24  

 

 one  address Instructions 
 Zero address Instructions L22 12-08-24  

 

 Addressing modes 

 Data Transfer and 

Manipulation 

 

L23 14-08-24  
 

L24 14-08-24  
 

                          Dussehra holidays from 23-10-23 to 28-10-23 

Program Control 

 Status bit Conditions 

 Conditional Branch 

Instructions 

 Sub routine call and return 

 Types of Interrupts 

L25 17-0-24  
 

L26 
18-08-24 

19-08-24 
 

 

  Overview of unit 2 L27 21-08-24   

      

      

UNIT-III Data Representation(No. of Lectures -14) 

Topics 

(as per syllabus) 
Sub Topics 

Lect

. No. 

Scheduled 

Date 

Topic 

Delivered 

Date 

 

Teach

ing     

Aid 



 

Data 

Representation: 

 Data types 

 Number Systems 

 Octal and hexadecimal Numbers 

L28 30-08-24   

 Decimal Representation 

 Alphanumeric Representation 
L29 31-08-24   

 Complements L30 
01-10-24 

02-10-24 
  

 Fixed Point Representation,  

 Floating Point Representation. 

 

L31 04-10 -24   

L32 06-10-24   

Computer 

Arithmetic 

 Addition and subtraction 
L33 07-10-24   

 Multiplication Algorithms 
L34 08-10-24   

 Division Algorithms L35 09-10-24   

 Floating – point Arithmetic 

operations 

 Decimal Arithmetic unit 

L36 
13-10-24 

 
  

 Decimal Arithmetic operations 
L37 14-10-24   

 

 Examples of  Division, 

multiplication algorithms L38 15-10-24   

 
 overview of unit-3 

L39 15-10-23   

Review about Mid 

I Exam 

 Review of theory Questions 

 Review of Objective questions 

 Plan for mid I exam 

 Tips to get good marks 

L40 15-11-24   

Mid I Schedule: 16-11-2023 to 18-11-2023 

(3 days) 
Mid I Exam (COA):   

Mid I Marks 

Distribution 

 Marks Distribution  

 Discussion about Paper 

 Counsel the students (AB/got 

poor marks) 

L41    

 

 
     

      

UNIT-IV I/O Organization (No. of Lectures -13) 

Topics 

(as per syllabus) 
Sub Topics 

Lect

. No. 

Scheduled 

Date 

Topic 

Delivered 

Date 

 

Teach

ing     

Aid 



 

Input-Output 

Organization: 

 

 Peripheral Devices 

 I/O Bus Interface modules 

 

L42 21-11-24   

 Input-Output Interface 

 I/O versus Memory Bus 

 Isolated versus Memory-

Mapped I/O 

L43 22-11-24   

L44 23-11-24   

 Asynchronous data transfer 

 Strobe control 

 Hand Shaking 

L45 27-11-24   

 Asynchronous Serial 

Transfer 

 Asynchronous 

Communication Interface 

L46 
28-11-24 

29-11-24 
  

 Modes of Transfer 

 Example of Programmed 

I/O 

 Priority Interrupt Direct 

memory Access 

 

L47 

 

 

30-11-24 

 

  

Memory 

Organization: 

 Memory Hierarchy 
L48 

L49 

 

02-12-24 

 

  

 Main Memory 

 RAM and ROM Chips L50 

04-12-24 

 

 

  

 Memory address Map 

 Memory connection to CPU L51 
05-12-24 

 
  

 

 Auxiliary memory 

 Magnetic Disks 

 Magnetic Tape 

L52 06.12.24   

 

 Associate Memory 

 Hardware Organization 

 Match Logic 

 Read Operation 

 Write Operation 

L53 

07.1.24 

09.12.24 

11.12.24 

12.12.24 

  

 

 Cache Memory 

 Associative Mapping 

 Direct Mapping 

 Set Associative Mapping 

 Writing into cache 

 Cache Initialization 

L54 

13.12.24 

14.12.24 

16.12.24 

  

      

      

UNIT-V Instruction set (No. of Lectures -9) 

Topics Sub Topics Lect Scheduled Topic Teach



 

(as per syllabus) . No. Date Delivered 

Date 

 

ing     

Aid 

Reduced 

Instruction Set 

Computer 

 CISC Characteristics L55 18.12.24   
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UNIT -1 

 

Functional blocks of a computer: 

 

A computer consists of five functionally independent main parts: 

 

1. input 
 

2. memory 
 

3. arithmetic and logic 
 

4. output 
 

5. control unit  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig:Basic functional units of a computer. 

 

1. The input unit accepts coded information from human operators using devices such as 

keyboards, or from other computers over digital communication lines. 
 

2. The information received is stored in the computer’s memory, either for later use or to 

be processed immediately by the arithmetic and logic unit. 
 

3. The processing steps are specified by a program that is also stored in the memory. 
 

4. Finally, the results are sent back to the outside world through the output unit. All of these 

actions are coordinated by the control unit. 
 

5. An interconnection network provides the means for the functional units to exchange 

information and coordinate their actions. 
 



 

Aprogram is a list of instructions which performs a task. Programs are stored in the memory.The 

processor fetches the program instructions from the memory, one after another, and perform the desired 

operations. The computer is controlled by the stored program, exceptfor possible external interruption by 

an operator or by I/O devices.The instructions and data handled by a computer is encoded as a string of 

binary bits. 

 

 Input Unit: Computers accept coded information through input units. The most common input 

device is the keyboard. Whenever a key is pressed, the corresponding letter or digit is 

automatically translated into its corresponding binary code and transmitted to the processor. 

Microphones can be used to capture audio input which is then sampled and converted into digital 

codes for storage and processing. Similarly, cameras can be used to capture video input. 

 

Eg: touchpad, mouse, joystick 

 

 Memory Unit:

 

The function of the memory unit is to store programs and data. There are two classes of storage, called 

primary and secondary. 

 

Primary Memory: Primary memory, also called main memory, is a fast memory that operates at 

electronicspeeds. Programs must be stored in this memory while they are being executed.The 

memory consists of a large number of semiconductor storage cells, each capable of storingone bit 

of information.The memory is organized so that one word canbe stored or retrieved in one basic 

operation. The number of bits in each word is referred to as the word length of the computer, 

typically 16, 32, or 64 bits.To provide easy access to any word in the memory, a distinct address is 

associatedwith each word location. Addresses are consecutive numbers, starting from 0, that 

identify successive locations. A particular word is accessed by specifying its address and issuing 

acontrol command to the memory that starts the storage or retrieval process.Instructions and data 

can be written into or read from the memory under the control ofthe processor. A memory in 

which any location can be accessed in a short and fixed amount of time after specifying its address 

is called a random-access memory (RAM). The timerequired to access one word is called the 

memory access time. This time is independent ofthe location of the word being accessed.  

 

Cache Memory: As an adjunct to the main memory, a smaller, faster RAM unit, called a cache, is 

used to hold sections of a program that are currently being executed, along with any associated 

data. The cache is tightly coupled with the processor and is usually contained on the same 

integrated-circuit chip. The purpose of the cache is to facilitate high instruction execution rates. At 

the start of program execution, the cache is empty. As execution proceeds, instructions are fetched 

into the processor chip, and a copy of each is placed in the cache. When the execution of an  
 



 

instruction requires data located in the main memory, the data are fetched and copies are also 

placed in the cache. 

 

Secondary Storage: Although primary memory is essential, it tends to be expensive and does not 

retain information when power is turned off. Thus additional, less expensive, permanent 

secondarystorage is used when large amounts of data and many programs have to be stored, 

particularlyfor information that is accessed infrequently. Access times for secondary storage are 

longer than for primary memory. Awide selection of secondary storage devices is available, 

including magnetic disks, optical disks (DVD and CD), and flash memory devices.  

 

Arithmetic and Logic Unit: Most computer operations are executed in the arithmetic and logic unit 

(ALU) of the processor. Any arithmetic or logic operation, such as addition, subtraction, multiplication, 

division, or comparison of numbers, is initiated by bringing the required operands into the processor, 

where the operation is performed by the ALU. For example, if two numbers located in the memory are to 

be added, they are brought into the processor, and the addition is carried out by the ALU. The sum may 

then be stored in the memory or retained in the processor for immediate use. When operands are brought 

into the processor, they are stored in high-speed storage elements called registers. Each register can store 

one word of data. 

 

Output Unit: The output unit is the counterpart of the input unit. Its function is to send processed results 

to the outside world. A familiar example of such a device is a printer. Some units, such as graphic 

displays, provide both an output function, showing textand graphics, and an input function, through 

touchscreen capability. 

 

Control Unit: The memory, arithmetic and logic, and I/O units store and process information and 

perform input and output operations. The operation of these units must be coordinated in some way. This 

is the responsibility of the control unit. The control unit is effectively the nerve center that sends control 

signals to other units and senses their states. Control circuits are responsible for generating the timing 

signals that govern the transfers and determine when a given action is to take place. In practice, much of 

the control circuitry is physically distributed throughout the computer. A large set of control lines (wires) 

carries the signals used for timing and synchronization of events in all units.  

 

Basic Operational Concepts 

 

To perform a given task, an appropriate program consisting of a list of instructions is stored in the 

memory. Individual instructions are brought from the memory into the processor, which executes the 

specified operations. Data to be used as instruction operands are also stored in the memory.A typical 

instruction might be 

 

Load R2, LOC  



 

This instruction reads the contents of a memory location whose address is represented symbolically by the 

label LOC and loads them into processor register R2.The original contents of location LOC are preserved, 

whereas those of register R2 are overwritten.Execution of this instruction requires several steps.  

 

1. . First, the instruction is fetched from the memory into the processor.  
 

2. Next, the operation to be performed is determined by the control unit. 
 

3. The operand at LOC is then fetched from the memory into the processor. 
 

4. Finally, the operand is stored in register R2. 

 

Let us consider another example 

 

Add R4, R2, R3 

 

This instruction adds the contents of registers R2 and R3, then places their sum into register R4. The 

operands in R2 and R3 are not altered, but the previous value in R4 is overwritten by the sum. After 

completing the desired operations, the results are in processor registers. They can be transferred to the 

memory using instructions such as 

 

Store R4, LOC 

 

This instruction copies the operand in register R4 to memory location LOC. The original contents of 

location LOC are overwritten, but those of R4 are preserved.For Load and Store instructions, transfers 

between the memory and the processor are initiated by sending the address of the desired memory 

location and asserting the appropriate control signals.The data are then transferred to or from the 

memory.Figure 1.1 shows how the memory and the processor can be connected.  

 

In addition to the ALU and the control circuitry, the processor contains a number of registers used for 

several different purposes. The instruction register (IR) holds the instruction that is currently being 

executed. Its output is available to the control circuits, which generate the timing signals that control the 

various processing elements involved in executing the instruction.  
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 1.1: Connection between the processor and the main memory 

 

PC: The program counter (PC) is another specialized register.contains the memory address of the next 

instruction to be fetched and executed. During the execution of an instruction, the contents of the PC are 

updated to correspond to the address of the next instruction to be executed. 

 

General purpose Registers: There are also general-purpose registers R0 through Rn−1, often called 

processor registers. They serve a variety of functions, including holding operands that have been loaded 

from the memory for processing. 

 

Processor Memory Interface: The processor-memory interface is a circuit which manages the transfer 

of data between the main memory and the processor. If a word is to be read from the memory, the 

interface sends the address of that word to the memory along with a Read control signal. The interface 

waits for the word to be retrieved, then transfers it to the appropriate processor register.If a word is to be 

written into memory, the interface transfers both the address and the word to the memory along with a 

Write control signal. 

 

Following are typical operating steps: 

 

1) A program must be in the main memory in order for it to be executed. It is often transferred there 

from secondary storage 
 

2) Execution of the program begins when the PC is set to point to the first instruction of the program. 
 

3) The contents of the PC are transferred to the memory along with a Read control signal. When the 

addressed word (in this case, the first instruction of the program) has been fetched from the 
 



 

memory it is loaded into register IR. At this point, the instruction is ready to be decoded and 

executed. 
 

4) If an operand that resides in the memory is required for an instruction, it is fetched by sending its 

address to the memory and initiating a Read operation. When the operand has been fetched from 

the memory, it is transferred to a processor register “R”. 
 

5) After operands have been fetched in this way, the ALU can perform a desired arithmetic 

operation, such as Add, on the values in processor registers. The result is sent to a processor 

register. 
 

6) If the result is to be written into the memory with a Store instruction, it is transferred from the 

processor register to the memory, along with the address of the location where the result is to be 

stored, then a Write operation is initiated. 

 

At some point during the execution of each instruction, the contents of the PC are incremented so that the 

PC points to the next instruction to be executed. Thus, as soon as the execution of the current instruction 

is completed, the processor is ready to fetch a new instruction.  

 

Normal execution of a program may be preempted if some device requires urgent service. For example, a 

monitoring device in a computer-controlled industrial process may detect a dangerous condition. In order 

to respond immediately, execution of the current program must be suspended. To cause this, the device 

raises an interrupt signal, which is a request for service by the processor. The processor provides the 

requested service by executing a program called an interrupt-service routine. When the interrupt-service 

routine is completed, the state of the processor is restored from the memory so that the interrupted 

program may continue. 

 

Von Neumann Architecture: 

 

The Von-Neumann Architecture or Von-Neumann model is also known as “Princeton Architecture”. 
 

This architecture was published by the Mathematician John Von Neumann in 1945. 

 

Von Neumann architecture is the design upon which many general purpose computers are based. This 

architecture implemented the stored program concept in which the data and instructions are stored in the 

same memory. This architecture consists of a CPU(ALU, Registers, Control Unit), Memory and I/O unit.  
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Following are the components of Von Neumann Architecture: 

 

1. CPU(Central processing unit) 
 

 CU(Control Unit)


 ALU(Arithmetic and logic unit)


 Registers


 PC(Program Counter)


 IR(Instruction Register)


 AC(Accumulator)


 MAR(Memory Address Register)


 MDR(Memory Data Register)


2. BUSES 
 

3. I/o Devices 
 

4. Memory Unit 
 

1. CPU: CPU acts as the brain of the computer and is responsible for the execution of instructions.  
 

a) Control Unit: A control unit (CU) handles all processor control signals. It directs all 

input and output flow, fetches code for instructions, and controls how data moves around 

the system. 
 

b) Arithmetic and Logic Unit (ALU) : 
 

The arithmetic logic unit is that part of the CPU that handles all the calculations the CPU 

may need, e.g. Addition, Subtraction, Comparisons. It performs Logical Operations, Bit 

Shifting Operations, and Arithmetic operations. 
 

c) Registers: A processor based on von Neumann architecture has five 

special registers which it uses for processing: 
 



 

 Program counter (PC) holds the memory address of the next instruction to be 

fetched from primary storage.


 The Memory Address Register(MAR) holds the address of the current 

instruction that is to be fetched from memory, or the address in memory to which 

data is to be transferred.


 The Memory Data Register(MDR) holds the contents found at the address held 

in MAR or data which is to be transferred to the primary storage. 


 The Current Instruction Register(CIR) holds the instruction that is currently 

being decoded and executed.


 The Accumulator is a special purpose Register and is used by the ALU to hold 

the data being processed and the results of calculations.

 

2. BUSES :A bus is a subsystem that is used to connect computer components and transfer data between 

them. There are three types of BUSES 

 

a) Data Bus: It carries data among the memory unit, the I/O devices, and the processor. 
 

b) Address Bus: It carries the address of data (not the actual data) between memory and 

processor. 
 

c) Control Bus: It carries control commands from the CPU (and status signals from other devices) 

in order to control and coordinate all the activities within the computer. 

 

3. I/o Devices:Program or data is read into main memory from the input device or secondary storage 

under the control of CPU input instruction. Output devices are used to output the information from a 

computer. If some results are evaluated by CPU and it is stored in the computer, then with the help 

of output devices, we can present them to the user. 

 

4. Memory:A memory unit is a collection of storage cells together with associated circuits needed to 

transfer information in and out of the storage. The memory stores binary information in groups of bits 

called words. The internal structure of a memory unit is specified by the number of words it contains 

and the number of bits in each word(2
M

x N, eg: 128KB). 

 

There are two types of Primary Memory: 
 
 

1)RAM: VOLATILE MEMORY or temporary Memory(to store the program in execution) 
 
 

2)ROM: NON-VOLATILE MEMORY or permanent  Memory(to store the booting program)   



 

NUMBER REPRESENTATION:  
 
 
 
 
 

 

NUMBERS 

 
 
 
 
 

Integers 

  
 

 FLOATING POINT 
 

   NUMBERS 
 

    
 

    
 

    
 

 

 
  

INSIDE COMPUTER SYSTEM 
 

REAL WORLD  
 

  
 

  STORED IN BINARY 
 

(DECIMAL SYSTEM)   
 

  (HEX FORMAT) 
 

   
 

   
 

 
 
 
 
 
 
 
 
 
 
 

 

UNSIGNED 
 
NUMBERS (ONLY 

POSITIVE) 
 

 

SIGNED NUMBERS 

 

(BOTH POSTIVE AND 
NEGATIVE 

 
 

UNSIGNED INTEGERS 

 

These are binary numbers that are always assumed to be positive.Here all available bits of the number 

are used to represent the magnitude of the number.No bits are used to indicate itssign, hence they are 

called unsigned numbers. 
 
E.g.: Roll Numbers, Memory addresses etc 

 

SIGNED INTEGERS 

 

These are binary numbers that can be either positive or negative. The MSB of the number 

indicates whether it is positive or negative. If MSB is 0 then the number is Positive. If MSB is 1 

then the number is Negative. Negative numbers are always stored in 2’s complement form.  

 

Three systems are used forrepresenting such numbers: 

 

• Signed magnitude 

 

• 1’s-complement 

 

• 2’s-complement 

 

In all three systems, the leftmost bit is 0 for positive numbers and 1 for negative numbers.Positive 

values have identical representations in all systems, but negative values have different representations.  
 



 

In the signed magnitude system, negative values are represented by changing the mostsignificant 

bit from 0 to 1.For example, +5 is represented by 0101, and −5 is represented by 1101. 

 

In 1’s-complement representation, negative values are obtained by complementing eachbit of the 

corresponding positive number. Thus, the representation for −3 is obtainedby complementing each bit 

in the vector 0011 to yield 1100.The same operation, bitcomplementing, is done to convert a negative 

number to the corresponding positive value. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Binary signed number Representations 

 

Two’s complement gives a unique representation for zero.Any other system gives a separate 

representation for +0 and for -0. This is absurd. In two’s complement system, -(x) is stored as two’s 

complement of (x). Applying the same rule for 0, -(0) should be stored as two’s complement of 0. 0 

is stored as 000. So –(0) should be stored as two’s complement of 000, which again is 000. Hence 

two’s complement gives a unique representation for 0.It produces an additional number on the 

negative side. As two’s complement system produces a unique combination for 0, it has a spare 

combination ‘1000’ in the above case, and can be used to represent –(8). 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fixed and Floating point Representations: 
 

There are two major approaches to store real numbers (i.e., numbers withfractional component) in 

modern computing. These are 
 

(i) Fixed Point Notation and 
 

(ii) Floating Point Notation. 
 

Fixed Point Notation:In fixed point notation, there are a fixed number of digits after the decimal 

point, whereas floating point number allows for avarying number of digits after the decimal point. 
 
This representation has fixed number of bits for integer part and for fractional part. For example, if 

given fixed-point representation is IIII.FFFF, then you can store minimum value is 0000.0001 and 

maximum value is 9999.9999. There are three parts of a fixed-point number representation: the sign 

field, integer field, and fractional field. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Assume number is using 32-bit format which reserve 1 bit for the sign, 15 bits for the integer part and 16 

bits for the fractional part. Then, -43.625 is represented as following: 
 
 
 
 
 
 
 
 
 
 
 

Where, 0 is used to represent + and 1 is used to represent -. 000000000101011 is 15-bit binary value for 

decimal 43 and 1010000000000000 is 16-bit binary value for fractional 0.625. 
 



 

The advantage of using a fixed-point representation is performance and disadvantage is relatively limited 

range of values that they can represent. So, it is usually inadequate for numerical analysis as it does not 

allow enough numbers and accuracy. A number whose representation exceeds 32 bits would have to be 

stored inexactly. 
 

Floating Point Representation: 
 

In some numbers, which have a fractional part, the position of the decimal point is not fixed as the 

number of bits before (or after) the decimal point may vary. Eg: 0010.01001, 0.0001101, -1001001.01 

etc. the position of the decimal point is not fixed, instead it"floats" in the number.Such numbers are 

called Floating Point Numbers. Floating Point Numbers are stored in a "Normalized" form.  
 
NORMALIZATION OF A FLOATING POINTNUMBER:  
 

 

Normalization is the process of shifting the point, left or right, so that there is only one non -zero digit 

to the left of the point. 

 

 

01010.01 (-1)0 x 1.01001 x 2
3
 

 

 

11111.01 (-1)0 x 1.111101 x 2
4

 

 

 

-10.01 (-1)1 x 1.001 x 2
1

 
 

A normalized form of a number is: 
 

-1
s
 x1.MX2

E
 

 
Where: S = Sign, M = Mantissa and E = Exponent. 

 

 

As Normalized numbers are of the 1.M format, the "1" is not actually stored, it is instead assumed. 

Also the Exponent is stored in the biased form by adding an appropriate bias value to it so that -ve 

exponents can be easily represented. 
 
Advantages of Normalization. 
 

1. Storing all numbers in a standard for makes calculations easier and faster. 
 
2. By not storing the 1 (of 1.M format) for a number, considerable storage space is saved. 
 
3. The exponent is biased so there is no need for storing its sign bit (as the biased exponent cannot be - 

ve). 
 
SHORT REAL FORMAT / SINGLE PRECISION FORMAT / IEEE 754: 32 BIT FORMAT:   



 

1. 32 bits are used to store the number. 
 

2. 23 bits are used for the Mantissa. 
 

3. 8 bits are used for the Biased Exponent. 
 

4. 1 bit used for the Sign of the number. 
 

5. The Bias value is (127)10. 
 

Range:  
 

 

LONG REAL FORMAT / DOUBLE PRECISION FORMAT / IEEE 754: 64 BIT FORMAT  
 

1.  64 bits are used to store the number.  

2.  52 bits are used for the Mantissa.  

3.  11 bits are used for the Biased Exponent.  

4.  1 bit used for the Sign of the number.  

5.  The Bias value is (1023)10.   

6.  The range is +10
-308

 to +10
308

approximately.  

     

  s Biased Exponent Mantissa 
     

  1 bit 11-bits (Bias value:1023) 52-bits 
     

 
 

Extreme cases of floating point numbers: 
 

Floating point numbers are represented in IEEE formats.Consider IEEE 754 32-bit format 

also called Single Precision format or Short real format. 
 

Overflow: 
 

For a value, 1.0 the normalized form will be 
 

(-1)
0
 x 1.0 x 2

0
 

 
Herethe True Exponent is 0.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 

This is because the 8-bit biased exponent cannot hold a value more than 255.Hence, all cases where the 

TE = 128 or more, the BE will be represented as 1111 1111.This indicates as exception (error) called 

OVERFLOW. The number is called NaN (Not a Number).It is identified by Exponent being all 1s (1111 
 



 

1111).Here, the Mantissa can be anything!The Extreme case of NaN is Infinity.It is also an 

OVERFLOW and hence the Exponent will be 1111 1111.To differentiate Infinity from NaN, the 

Mantissa in infinity is 0000 0000.Hence Infinity is identified as Exponent all 1s and Mantissa all 0s.  
 
Suppose the number is 0.1.It will be normalized as 
 

(-1)
0
 x 1.0 x 2

-1
 

 
The true exponent here is -1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Underflow: All cases where the TE = -127 or less, the BE will be represented as 0000 

0000.This indicates as exception (error) called UNDERFLOW.  
 

The number is called De-Normal Number.It is identified by Exponent being all 0s (0000 

0000).Here, the Mantissa can be anything.The Extreme case of De-Normal Number is Zero. 
 

It is also an UNDERFLOW and hence the Exponent will be 0000 0000.To differentiate Zero from 

De-Normal Number, the Mantissa in Zero is 0000 0000.Hence Zero is identified as Exponent all 

0s and Mantissa all 0s.This means Zero is represented as all 0s. 
 

Example:Convert 2A3BH into Short Real format. 
 

 

Soln: Converting the number into binary we get: 
 

0010 1010 0011 1011 
 

Normalizing the number we get: 
 

(-1)
0
x 1.0101000111011 x 2

13
 

 
Here S = 0; M = 0101000111011; True Exponent = 13.  

 

Bias value for Short Real format is 127: 
 

Biased Exponent (BE) = True Exponent + Bias 
 

= 13 + 127 
 

= 140. 
 

Converting the Biased exponent into binary we get: 
 

Biased Exponent (BE) = (1000 1100) 
 

Representing in the required format we get:   



 

0 
 
10001100  

 
010100011101100…  
 

 

S Biased Exp Mantissa 
 

(1) (8) (23) 
 

Computer Arithmetic 

 

 

Integer Addition: 
 

 

Addition of Unsigned Integers: Addition of 1-bit numbers is illustrated below.The sum of 1 and 

1 is the 2-bit vector 10, which represents the value 2. We say that the sum is 0 and the carry-out is 

1. In order to add multiple-bit numbers, We add bit pairs starting from the low-order (right) 
 

end of the bit vectors, propagating carries toward the high-order (left) end. The carry-out from a 

bit pair becomes the carry-in to the next bit pair to the left. The carry-in must be added to a bit pair 

in generating the sum and carry-out at that position. For example, if both bits of a pair are 1 and 

the carry-in is 1, then the sum is 1 and the carry-out is 1, which represents the value 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Addition of 1-bit Numbers 
 

Addition and Subtraction of Signed Integers: 
 

 To add two numbers, add their n-bit representations, ignoring the carry-out bit fromthe most 

significant bit (MSB) position. The sum will be the algebraically correct value in2’s-complement 

representation if the actual result is in the range−(2
n−1

) through+2
n−1

– 1.

 To subtract two numbers X and Y, that is, to perform X − Y , form the 2’s-complement of Y , then 

add it to X using the add rule. Again, the result will be the algebraically correct value in 2’s-

complement representation if the actual result is in the range −(2
n−1

) through+2
n−1

.

X-Y = X+(-Y) = X+(2’S Complement of Y) 
 

 

Example: To perform 7-3 using 2’s complement addition  



 

 
 
 
 

 

If we ignore the carry-out from the fourth bit position in this addition, we obtain the correct answer. 
 

Few more examples:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Sign Extension:We often need to represent a value given in a certain number of bits by using a larger 

number of bits. For a positive number, this is achieved by adding 0s to the left. For a negative number in 

2’s-complement representation, the leftmost bit, which indicates the sign of the number, is a 1. A longer 

number with the same value is obtained by replicating the sign bit to the left as many times as needed.  
 
Overflow in Integer Arithmetic:Using 2’s-complement representation, n bits can represent values in the 

range −(2
n−1

) through+2
n−1

.For example, the range of numbers that can be represented by 4 bits is 

−8through +7.When the actualresult of an arithmetic operation isoutside the representable range, an 

arithmetic overflow has occurred. 
 

Introduction to adder circuits: 
 

 

ONE BIT ADDITION: FULL ADDER 
 

1) It is a 1-bit adder circuit. 
 
2) It adds two 1-bit inputs Xi & Yi, along with a Carry Input Cin. 
 
3) It produces a sum Zi and a Carry output Cout. 
 
4) As it considers a carry input, it can be used in combination to add large numbers. 
 
5) Hence it is called a Full Adder.  



 

 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Circuit for Sum  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Circuit for carry 
 

RIPPLE CARRY ADDER( For Multiple bit addition ): 
 

1) A Full Adder can add two “1-bit” numbers with a Carry input. 
 
2) It produces a “1-bit” Sum and a Carry output. 
 
3) Combining many of these Full Adders, we can add multiple bits. 
 
4) One such method is called Serial Adder. 
 
5) Here, bits are added one-by-one from Least significant bit(LSB) onwards. 
 
6) The carries are connected in a chain through the full adders. The Carry of each stage is 

propagated (Rippled) into the next stage. 
 
7) Hence, these adders are also called Ripple Carry Adders. 
 
 
 

 

8) Number of cycles needed for the addition is equal to the number of bits to be added.  
 

Inputs:  



 

Assume X and Y are two “4-bit” numbers to be added, along with a Carry input CIN. 
 

X = X0 X1 X2 X3 (X0 is the MSB … X3 is the LSB) 
 

Y = Y0 Y1 Y2 Y3 (Y0 is the MSB … Y3 is the LSB)  
 

CIN = Carry Input 
 

Outputs: 
 

Assume Z to be a “4-bit” output, and COUT to be the output Carry 
 

Z = Z0 Z1 Z2 Z3 (Z0 is the MSB … Z3 is the LSB)(Here Z represents the 

sum) COUT = Carry Output 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig:4-bit Ripple Carry Adder 
 

 

Carry Look ahead Adder(For multiple bit Addition):  
 

 

1) This is also called as parallel adder. It is used to add multiple bits simultaneously. 
 
2) While adding multiple bits, the main issue is that of the intermediate carries. 
 
3) In Serial Adders, we therefore added the bits one-by-one. 
 
4) This allowed the carry at any stage to propagate to the next stage. 
 
5) But this also made the process very slow. 
 
6) If we “PREDICT” the intermediate carries, then all bits can be added simultaneously. 
 
7) This is done by the Carry Look Ahead Generator Circuit. 
 
8) Once all carries are determined beforehand, then all bits can be added simultaneously. 
 

Advantage: This makes the addition process extremely 

fast. Drawback: Circuit is complex. Inputs: 

 

Assume X and Y are two “4-bit” numbers to be added, along with a Carry input CIN. 
 

X = X0 X1 X2 X3 (X0 is the MSB … X3 is the LSB); Y = Y0 Y1 Y2 Y3 & CIN = Carry Input  



 

Outputs: 
 

Assume Z to be a “4-bit” output, and COUT to be the output 

Carry Z = Z0 Z1 Z2 Z3 & COUT = Carry Output 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Circuit for Carry Look ahead Adder 
 

 

We can “Predict” (Look Ahead) all the intermediate carries in the followingmanner:  
 

The carry at any stage can be calculated as:  
 
 
 
 
 

 

This implies Ci = Gi + Pi.CIN  
 
 
 
 
 
 

We need to predict the Carries: C3, C2, C1 and C0  
 

 

C3 = G3 + P3CIN (I) 
 

C2 = G2 + P2C3 
 

Substituting the value of C3, we get: 
 

C2 = G2 + P2G3 + P2P3CIN (II) 
 

C1 = G1 + P1C2 
 

Substituting the value of C2, we get: 
 

C1 = G1 + P1G2 + P1P2G3 + P1P2P3CIN (III)   



 

C0 = G0 + P0C1 
 

Substituting the value of C1, we get: 
 

C0 = G0 + P0G1 + P0P1G2 + P0P1P2G3 + P0P1P2P3CIN ( IV)  
 

 

From the above four equations, it is clear that the values of all the four Carries (C3, C2, C1, C0) can be 

determined beforehand even without doing the respective additions. To do this we need the values of 

all G’s (Xi.Yi) and all P’s (Xi+Yi) and the original carry input CIN. This is done by the Carry Look 

Ahead Generator Circuit. 

 
 

Cycle 1: g1, p1, g2, p2, g3, p3, g0, p0are given to the carry look ahead generator. 
 

Cycle 2: Input carries are given to the adders by the carry generator.  
 

Cycle 3: Results are produced. 
 

Total number of cycles required :3  
 

 

Multiplication: 
 

1) Shift and Add: This method is used to multiply two unsigned numbers. When we multiply two “N - 
 

bit” numbers, the answer is “2 x N” bits. Three registers A, Q and M, are used for this process. Q contains 

the Multiplier and M contains the Multiplicand. A (Accumulator) is initialized with 0. At the end of the 

operation, the Result will be stored in (A & Q) combined. The process involves addition and shifting. 

That is why it is called shift and add method. 
 
Algorithm: 
 

The number of steps required is equal to the number of bits in the multiplier. 
 

1) At each step, examine the current multiplier bit starting from the LSB. 
 
2) If the current multiplier bit is “1”, then the Partial-Product is the Multiplicand itself. 
 
3) If the current multiplier bit is “0”, then the Partial-Product is the Zero. 
 
4) At each step, ADD the Partial-Product to the Accumulator. 
 
5) Now Right-Shift the Result produced so far (A & Q combined). 
 

Repeat steps 1 to 5 for all bits of the multiplier. 
 

The final answer will be in A & Q combined.  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Shift and Add Multiplication 
 

 

Example: Let us consider 7X6  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Step C A Q M Explanation 

 Carry Accumulator Multiplier Multiplicand  
      

 0 0000 0110 0111 Initial Value 

      

1 0 0000 0110  Current Multiplier bit is 

 0 0000 0011  “0” so ADD “0” to 

     Accumulator and 

     Right-Shift 
       



 

2 0  0111  0011  Current Multiplier bit is 
 

 0  0011  1001  “1” so ADD Multiplicand 
 

         to Accumulator and 
 

         Right-Shift 
 

          
 

3 0  1010  1001  Current Multiplier bit is 
 

 0  0101  0100  “1” so ADD Multiplicand 
 

         to Accumulator and 
 

         Right-Shift 
 

        
 

4 0  0101  0100  Current Multiplier bit is 
 

 

0 

       
 

  0010   1010   “0” so ADD “0” to 
 

         Accumulator and 
 

         Right-Shift 
 

          
 

 
 

2) Booth Multiplier(For signed Multiplication): 
 

 

Booth’s Algorithm is used to multiply two SIGNED numbers. When we multiply two “N-bit” 

numbers, the answer is “2 x N” bits. Three registers A, Q and M, are used for this process.Q contains the 

Multiplier and M contains the Multiplicand.A (Accumulator) is initialized with 0.At the end of the 

operation, the Result will be stored in (A & Q) combined.The process involves addition, subtraction 

and shifting. 
 

Algorithm: 
 

The number of steps required is equal to the number of bits in the multiplier. 
 

At the beginning, consider an imaginary “0” beyond LSB of Multiplier 
 

1) At each step, examine two adjacent Multiplier bits from Right to Left. 
 
2) If the transition is from “0 to 1” then Subtract M from A and Right-Shift (A & Q) combined. 
 
3) If the transition is from “1 to 0” then ADD M to A and Right-Shift. 
 
4) If the transition is from “0 to 0” then simply Right-Shift. 
 
5) If the transition is from “1 to 1” then simply Right-Shift. 
 

Repeat steps 1 to 5 for all bits of the multiplier. 
 

The final answer will be in A & Q combined.  



 

Flowchart for Booth’s Algorithm:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Example: -9x10=-90 
 

Multiplicand (M): -9 = 10111 9 = 01001. (Two’s Complement Form) 
 

Multiplier (Q): 10 = 01010. -10 = 10110 (Two’s Complement Form) 
 

 step A Q Q(-1) M  

  Accumulator Multiplier  Multiplicand  
       

 Initial 00000 01010 0 10111  
       

 1)(0ç0) 00000 01010 0   

 No Add or Sub 00000 00101 0   

 Right-Shift      
       

 2)(1ç0) 01001 00101 0   
       

       



 

 

Perform (A - M)  00100  10010 1  
 

Right-Shift         
 

         
 

3)(0ç1)  11011  10010 1  
 

Perform (A + M)  11101  11001 0  
 

Right-Shift         
 

         
 

4)(1ç0)  00110  11001 0  
 

Perform (A - M)  00011  01100 1  
 

Right-Shift         
 

       
 

5)(0ç1)  11010  01100 1  
 

Perform (A + M) 

       
 

 11101   00110  0  
 

Right-Shift         
 

         
 

 
 

Restoring and Non-Restoring Division: 
 

 

Non Restoring Division: 
 

 

1) Let Q register hold the divided, M register holds the divisor and A register is 0. 
 
2) On completion of the algorithm, Q will get the quotient and A will get the remainder. 
 

 

Algorithm: 
 

The number of steps required is equal to the number of bits in the Dividend.  
 

1) At each step, left shift the dividend by 1 position. 
 
2) Subtract the divisor from A (perform A - M). 
 
3) If the result is positive then the step is said to be “Successful”. In this case quotient bit will be “1” and 

Restoration is NOT Required. The Next Step will also be Subtraction. 
 
4) If the result is negative then the step is said to be “Unsuccessful”. In this case quotient bit will be “0”.  
 

Here Restoration is NOT Performed. Instead, the next step will be ADDITION in place of subtraction.  
 

As restoration is not performed, the method is called Non-Restoring Division. 
 

Repeat steps 1 to 4 for all bits of the Dividend. 
 

Example: (7) / (5) 
 

Dividend (Q) = 7 
 

Divisor (M) = 5 
 

Accumulator (A) = 0 
 

7 = 0111 5 = 0101 
 

-7 = 1001-5 = 1011  



 

    Accumulator  Dividend Divisor  
 

        A(0)  Q(7) M(5) 
 

                
 

 Initial Values       0000    0111   0101  
 

                  
 

 Step 1:Left shift  0000       111_       
 

 A-M  +1011            
 

 

Unsuccessful(-ve) 

                

  1011       1110      
 

 Next step: Add                 
 

                 
 

 Step 2:Left shift  0111       110_       
 

 A+M  +0101            
 

 

Unsuccessful(-ve) 

                

  1100       1100      
 

 Next step: Add                 
 

                 
 

 Step 3:Left shift  1001      100_       
 

 A+M  +0101            
 

 

Unsuccessful(-ve) 

                 

  1110       1000       
 

 Next step: Add                 
 

                 
 

 Step 4:Left shift  1101      000_       
 

 A+M  +0101            
 

 

successful(+ve) 

                 

  0010       0001       
 

           
 

    Remainder:2   Quotient:1     
 

                   
 

 
 

RESTORING DIVISION (For unsigned Numbers) 
 

 

1) Let Q register hold the divided, M register holds the divisor and A register is 0. 
 
2) On completion of the algorithm, Q will get the quotient and A will get theremainder. 
 

 

Algorithm: 
 

The number of steps required is equal to the number of bits in the Dividend.  
 

1) At each step, left shift the dividend by 1 position. 
 
2) Subtract the divisor from A (perform A - M). 
 
3) If the result is positive then the step is said to be “Successful”.In this case quotient bit will be “1” and 

Restoration is NOT Required. 
 
4) If the result is negative then the step is said to be “Unsuccessful”.In this case quotient bit will be 
 

“0”.Here Restoration is performed by adding back the divisor. 
 

Hence the method is called Restoring Division.Repeat steps 1 to 4 for all bits of the Dividend.   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Example: (6) / (4)      
 

Dividend (Q) = 6      
 

Divisor (M) = 4      
 

Accumulator (A) = 0      
 

6 = 0110 4 = 0100       
 

-6 = 1010 -4 = 1100       
 

        
 

   Accumulator Dividend Divisor  
 

   A(0) Q(6) M(4) 
 

        
 

 Initial Values  0000 0110 0100 
 

        
 

 Step 1:Left shift  0000   110_  
 

 A-M  + 1100   
 

 

Unsuccessful(-ve) 

       

  1100     
 

 Restoration:  0000 1100  
 

       
 

 Step 2:Left shift  0001  100_  
 

 A-M  +1100    
 

         

 Unsuccessful(-ve)  1101     
 

 Restoration:  0001  1000  
 

       
 

 Step 3:Left shift  0011  000_  
 

 A-M  +1100    
 

         

 Unsuccessful(-ve)  1111     
 

 Restoration:  0011  0000  
 

        
  



 

Step 3:Left shift  0110  000_  

A-M  +1100   
       

Successful(+ve)  0010    

No Restoration     0001  
     

  Remainder(2) Quotient(1)   
       

 

RESTORING DIVISION FOR SIGNED NUMBERS:  
 

 

1) Let M register hold the divisor, Q register hold the divided. 
 

2) A register should be the signed extension of Q. 
 

3) On completion of the algorithm, Q will get the quotient and A will get the remainder. 
 

 

Algorithm: 
 

The number of steps required is equal to the number of bits in the Dividend.  
 

1) At each step, left shift the dividend by 1 position. 
 

2) If Sign of A and M is the same then Subtract the divisor from A (perform A - 

M), Else Add M to A 
 

3) After the operation,If Sign of A remains the same or the dividend (in A and Q) becomes zero,then the 

step is said to be “Successful”.In this case quotient bit will be “1” and Restoration is NOT Required.  
 

4) If Sign of A changes, then the step is said to be “Unsuccessful”.In this case quotient bit will be 

“0”.Here Restoration is Performed.Hence, the method is called Restoring Division.Repeat steps 1 to 4 for 

all bits of the Dividend. 

 

 

Note: The result of this algorithm is such that, the quotient will always bepositive and the 

remainder will get the same sign as the dividend. 
 

Example: (-19) / (7) 
 

19 = 010011 7 = 000111         

-19 = 101101 -7 = 111001         
          

   Accumulator Dividend Divisor  

   A(Sign Extension) Q(-19) M(7)  
          

 Initial Values  111111   101101 000111  
        

 Step 1: Left-shift  111111  01101_   

 Sign(A,M) Different: A+M  + 000111    
          

 Sign changes: Unsuccessful  000110      

 Restore  111111 011010   
        

 Step 2: Left-shift  111110  11010_   
          

          



 

 

Sign(A,M) Different: A+M  + 000111      
           

Sign changes: Unsuccessful  000101        

Restore  111110  110100   
         

Step 3: Left-shift  111101   10100_   

Sign(A,M) Different: A+M  + 000111      
           

Sign changes: Unsuccessful  000100        

Restore  111101  101000   
         

Step 4: Left-shift  111011   01000_   

Sign(A,M) Different: A+M  + 000111      
           

Sign changes: Unsuccessful  000010        

Restore  111011  010000   
         

Step 5: Left-shift  110110   10000_   

Sign(A,M) Different: A+M  + 000111      
           

Sign still same: Successful  111101        

Restoration not required  111101    100001   
          

Step 6: Left-shift  111011    00001_   

Sign(A,M) Different: A+M  + 000111      
           

Sign changes: Unsuccessful  000010        

Restore  111011    000010   
        

  Remainder(-5)   Quotient(2)    
            



 

UNIT-2 
 

Architecture of 8086:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: 8086 internal Architecture 
 

The architecture of 8086 supports a 16-bit ALU , a set of 16-bit registers, and provides segmented 

memory addressing capability,fetched instruction queue for overlapped fetching and execution.  
 

• Architecture of 8086 is pipeline type of architecture. 
 

• The architecture of 8086 is divided into two functional parts i.e., 
 

i. Execution unit (EU) 
 

ii. Bus interface unit (BIU) 
 

These two units work asynchronously. 
 

• Functional division of architecture speeds up the processing, since BIU and EU operate parallelly 

and independently i.e., EU executes the instructions and BIU fetches another instruction from the 

memory simultaneously. 
 

• As the whole architecture is divided into two independent functional parts and both the 

subsystem’s operations can be overlapped, hence the architecture is PIPELINING type of 

architecture. 
 

EXECUTION UNIT 
 

• The execution unit informs the BIU of the processor regarding from where to fetch the 

instructions from and then executes these instructions. 
 

• The execution unit consists of the following:  



 

 General purpose registers




 Stack pointer




 Base pointer




 Index registers




 ALU




 Flag register( FLAGS/ PSW)




 Instruction decoder




 Timing and control unit


 

Functions of EU 
 

• Tells BIU regarding from where to fetch instructions or to read data. 
 

• Receives opcode of an instruction from the queue. 
 

• decodes the instructions. 
 

• Executes the instruction. 
 

Functions of various parts of EU 
 

• Control circuitry: Directs internal operations. 
 

• Instruction Decoder: Translates instructions fetched from memory into series of actions. 
 

• ALU: Performs arithmetic and logical operations. 
 

• FLAGS: Reflects the status of program. 
 

• General purpose registers: Used to store Temporary data. 
 

• Index and Pointer registers: Specifies/ informs about offset of operand 
 

BUS INTERFACE UNIT 
 

• The BIU handles transfer of data and address between the processor and memory/ I/O devices by 

computing address (Physical/ Effective address) and send the computed address to memory / I/O 

and fetches instruction codes then stores them in FIFO register set called Queue register. 
 

• The BIU consists of the following: 

 Segment Registers




 Instruction pointer




 6-Byte instruction Queue Register


 

Functions of BIU 
 

• Handles transfer of data and address between processor and memory / I/O devices. 
 

• Compute physical address and send it to memory interfaces. 
 

• Fetches instruction codes and stores it in Queue 
 

• Reads/Writes data from/to memory/ I/O devices 
 

Functions of various parts of BIU  



 

• Segment registers : Used to hold the starting address of the segment registers. 
 

• Queue register: Used to store pre fetched instructions and inputs it to EU. 
 

• Instruction Pointer: Used to point to the next instruction to be executed by EU. 
 

• While the EU is decoding an instruction or executing an instruction which does not require use of 

the buses, the BIU fetches up to six instruction bytes that will be following the present instruction 

from memory and stores them in the queue register simultaneously. 
 

Logical and Physical Address 
 

• Addresses within a segment can range from address 00000h to address 0FFFFh. This corresponds 

to the 64K-bytelength of the segment. An address within a segment is called an offset or logical 

address. 
 

• A logical address gives the displacement from the base address of the segment to the desired 

location within it, as opposed to its "real" address, which maps directly anywhere into the 1 

MByte memory space. This "real” address is called the physical address. 
 

Difference between the physical and the logical address: 
 

• The physical address is 20 bits long and corresponds to the actual binary code output by the BIU 
on the address bus lines. The logical address is an offset from location 0 of a given segment.   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Flag register of 8086  
 
 
 
 
 
 

 

There are total 9 flags in 8086 and the flag register is divided into two types:  
 

(a) Status Flags – There are 6 flags in 8086 microprocessor which become set(1) or reset(0) 
depending upon condition after either 8-bit or 16-bit operation. These flags are conditional/status 
flags.  

The 6 status flags are: 
 

(b) Sign Flag (S): This flag is set when the result of any computation is negative.  
(c) Zero Flag (Z):This flag is set when the result of any computation or comparison performed is 

zero. 

(d) Auxiliary Cary Flag (AC): This flag is set when there is acarry from the lower nibble. 
(e) Parity Flag (P): This flag is set when the lower byte of the result contains even number of 1’s .   
(f) Overflow Flag:This flag will be set (1) if the result of a signed operation is too large to fit in the 

number of bits available to represent it, otherwise reset (0).(eg:50+32= 82)  
(g) Carry Flag (CY)): This flag is set when there is a carry out of the MSB in case of addition or a 

borrow in case of subtraction. 

 

Control Flags – The control flags enable or disable certain operations of the microprocessor.There are 3 

control flags in 8086 microprocessor and these are: 
 

Directional Flag (D) – This flag is specifically used by string manipulation instructions string 

instructions. If this flag is 0,the string is processed beginning from the lowest address to the highest 

address. If this flag is 1,the string is processed beginning from the highest address to the lowest address.   



 

Interrupt Flag:If interrupt flag is set (1), the microprocessor will recognize interrupt requests from the 

peripherals. 
 

If interrupt flag is reset (0), the microprocessor will not recognize any interrupt requests and will ignore 

them. 
 

Trap Flag (T) –Setting trap flag puts the microprocessor into single step mode for 

debugging. INSTRUCTION SET ARCHITECTURE OF CPU Register Transfer 

Language: 

 

 A digital computer system exhibits an interconnection of digital modules such as registers, 

decoders, arithmetic elements, and Control logic. These digital modules are interconnected with 

some common data and control paths to form a complete digital system. Digital modules are best 

defined by the registers and the operations that are performed on the data stored in them. 


 The operations performed on the data stored in registers are called Micro-operations. A 

microoperation is an elementary operation performed on the information stored in oneor more 

registers. The result of the operation may replace the previous binary information of a register or 

may be transferred to another register. Examplesof microoperations are shift, count, clear, and 

load.


 The Register Transfer Language is the symbolic representation of notations used to specify 

the sequence of micro-operations.

 

In a computer system, data transfer takes place between processor registers and memory and 

between processor registers and input-output systems. These data transfer can be represented by 

standard notations given below: 

 

o Notations R0, R1, R2..., and so on represent processor registers. 
 

o The addresses of memory locations are represented by names such as LOC, PLACE, MEM, etc. 
 

o Input-output registers are represented by names such as DATA IN, DATA OUT and so on. 
 

o The content of register or memory location is denoted by placing square brackets around the name 

of the register or memory location. 

 

Register Transfer: 

 

Computer registers are denoted by capital letters (sometimes followed by numerals) to denote the function 

of the register. The register that holds an address for the memory unit is usually called a memory address 

register and is denoted by MAR. Other registers are PC (for program counter), IR (for instruction 

register, and R1 (for processor register). An n-bit register is sequence of n-flipflops numbered from 0 

through n-1, starting from 0 in the rightmost position and increasing the numbers toward the left.  

 

The most common way to represent a register is by a rectangular box with the name of the register inside, 

as shown in the figure below. The individual bits can be distinguished as shown in (b). The numbering of 

bits in a 16-bit register can be marked on top of the box as shown in (c). A16-bit register is partitioned 

into two parts in (d). Bits 0 through 7 are assigned the symbol L (for low byte) and bits 8 through 15 are 

assigned the symbol H(for high byte). The name of the 16-bit register is PC. The symbol PC (0-7) or PC 

(L) refers to the low-order byte and PC(8-15) or PC(H) to the high-order byte. 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Block diagram of registers 

 

Information transfer from one register to another is designated in symbolicform by means of a 

replacement operator as shown below, which denotes a transfer of the contents of register R1 into register 

R2.Contents of R2 are replaced by the contents of R1.By definition, thecontent of the source register R1 

does not change after the transfer.register transfer implies that circuits areavailable from the outputs of the 

source register to the inputs of the destinationregister. 
 

R2 <--R1 
 

Sometimes, we may want the transfer to occur only under a predetermined controlcondition. This can be 

shown by means of an if-then statement 
 

If (P = 1) then (R2 <--R1) 
 

where P is a control signal generated in the control section.A control function is a Boolean variable that 

isequal to 1 or 0. The control function is included in the statement as follows 
 

P: R2 <--R1 
 

The control condition is terminated with a colon. It symbolizes the requirementthat the transfer operation 

be executed by the hardware only if P = 1. 
 

Every statement written in a register transfer notation implies a hardwareconstruction for implementing 

the transfer. Figure below shows the block diagramthat depicts the transfer from R1 to R2. The n outputs 

of register R1 areconnected to the n inputs of register R2. The letter n will be used to indicateany number 

of bits for the register. It will be replaced by an actual numberwhen the length of the register is known. 

Register R2 has a load input that isactivated by the control variable P. It is assumed that the control 

variable issynchronized with the same clock as the one applied to the register. 
 



 

In the timing diagram below, P is activated in the control section by the rising edgeof a clock pulse at 

time t . The next positive transition of the clock at time t + 1finds the load input active and the data inputs 

of R2 are then loaded into theregister in parallel. P may go back to 0 at time t + 1; otherwise, the 

transferwill occur with every clock pulse transition while P remains active.  
 

Note:Even though the control condition such as P becomes active just after time t,the actual transfer does 

not occur until the register is triggered by the nextpositive transition of the clock at time t + 1 .   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Timing Diagram 
 

Registers are denoted by capital letters, and numerals may follow the letters. Parentheses are used to 

denote a part of a register by specifying the range of bits or by giving a symbol name to a portion of a 

register. The arrow denotes a transfer of information and the direction of transfer. A comma is used to 

separate two or more operations that are executed at the same time. 
 

The statement 
 

T: R2 <- R1, R1 <- R2 
 

It denotes an operation that exchanges the contents of two registers during one common clock pulse 

provided that T = 1. 
 

The basic symbols of the register transfer notation are given below:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: Basic symbols of register Transfer 
 

Memory Transfer: 
 

The transfer of information from a memory word to the outside environment is called a read operation. 

The transfer of new information to be stored into the memory is called a write operation. A memory word 

will be symbolized by the letter M. 
 

The particular memory word among the many available is selected by thememory address during the 

transfer. It is necessary to specify the address ofM when writing memory transfer operations. This will be 

done by enclosingthe address in square brackets following the letter M.   



 

Memory Read: Consider a memory unit that receives the address from a register, called the address 

register, symbolized by AR. The data are transferred to another register, called the data register, 

symbolized by DR. The read operation can be stated as follows:  
 

Read: DR <- M [AR] 
 

This causes a transfer of information into DR from the memory word M selected by the address in AR.  

 

Memory Write: The write operation transfers the content of a data register to a memory word M selected 

by the address. Assume that the input data is in register R1 and the address in AR. The write operation 

can be stated symbolically as follows: 
 

Write: M[AR]


 R1 

This causes the transfer of information from R1 into the memory word M selected by the address in AR.  
 

Instruction cycle: 
 

In the basic computer each instruction cycle consists of the following phases: 
 

1. Fetch an instruction from memory. 
 
2. Decode the instruction. 
 
3. Read the effective address from memory if the instruction has an indirect address. 
 
4. Execute the instruction. 
 

Upon the completion of step 4, the control goes back to step 1 to fetch, decode, and execute the next 

instruction. This process continues indefinitely unless a HALT instruction is encountered.  
 

FETCH AND DECODE: Initially, the program counter PC is loaded with the address of the first 

instruction in the program. The sequence counter SC is cleared to 0, providing a decoded timing signal 

To. After each clock pulse, SC is incremented by one, so that the timing signals go through a sequence 

T0, T1, T2, and so on. 
 

The Micro-operations for the fetch and decode phases can be specified by the following register transfer 

statements: 
 

T0: AR


 PC 

The address from PC to AR during the clock transition associated with timing signal T0. 
 

T1: IR


M[AR], PC


PC + 1 

The instruction read from memory is then placed in the instruction register IR with the clock transition 

associated with timing signal T1. At the same time, PC is incremented by one to prepare it for the address 

of the next instruction in the program 
 

T2: D0, …, D7


 Decode IR(12-14),AR


 IR(0-11), I


 IR(l5) 

At time T2, the operation code in IR is decoded, the indirect bit is transferred to flip-flop I, and the 
address part of the instruction is transferred to AR. 
 

Decoding: The timing signal that is active after the decoding is T3. During time T3, the control unit 

determines the type of instruction that was just read from memory. Decoder output D7, is equal to 1 if the 

operation code is equal to binary 111. If D7 = 1, the instruction must be a register -reference or input-

output type. If D7 = 0, the operation code must be one of the other seven values 000 through 

110,specifying a memory-reference instruction. Control then inspects the value of the first bit of the 

instruction, which is now available in flip-flop I. If D7 = 0 and I = 1, we have a  
 



 

memoryreferenceinstruction with an indirect address.The microoperation for the indirect addresscondition 

can be symbolized by the register transfer statement:  
 

AR


 M [AR] 
 
 
 
 
 
 
 
 
 

 

When a memory-reference instruction with I = 0 is encountered, it is notnecessary to do anything since 

the effective address is already in AR. However,the sequence counter SC must be incrementedso that 

theexecution of the memory-reference instruction can be continued with timingvariable T4.After the 

instruction is executed,SC is cleared to 0 and control returns to the fetch phase with T0 = 1 . 
 

Register-reference instructions are recognized by the control when 07 = 1 andI = 0.The 12 bitsavailable 

in IR(0-11) are transferred to AR during time T2.These instructions are executed with the clocktransition 

associated with timing variable T3.The execution of a register-reference instruction is completedat time 

T3.The sequence counter SC is cleared to 0 and the control goesback to fetch the next instruction with 

timing signal T0.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig:Flowchart for instruction cycle  



 

Addressing  Modes 
 

ADDRESSING MODES OF 8086: 
 

Addressing modes is the manner in which operands are given in an instruction.The addressing modes of 

8086 are as follows: 
 

1) IMMEDIATE ADDRESSING MODE:In this mode the operand is specified in theinstruction 

itself. Instructions are longer but the operands are easily identified.  
Eg: MOV CL, 12H ; Moves 12 immediately into CL register 

MOV BX, 1234H ; Moves 1234 immediately into BX register  
2) REGISTER ADDRESSING MODE:In this mode operands are specified using registers. 

Instructions are shorter but operands cant be identified by looking at the instruction.  
Eg: MOV AX,BX  

ADD BX,CX  
3) DIRECT ADDRESSING MODE:In this mode address of the operand is directly specified in the 

instruction.  
Eg:MOV CL, [2000H] ; CL Register gets data from memory location 2000H 

CL


[2000H]  
MOV [3000H], DL ; Memory location 3000H gets data from DL Register 

[3000H]


 DL  
4) INDIRECT ADDRESSING MODE: In Indirect Addressing modes, address is given by a 

register. The register can be incremented in a loop to access a series of locations. There are 

various sub-types of Indirect addressing mode.  
REGISTER INDIRECT ADDRESSING MODE  
This is the most basic form of indirect addressing mode.Here address is simply given by a 

register. Eg: MOV CL, [BX] ; CL gets data from a memory location pointed by BX 

CL


 [BX]. If BX = 2000H, CL


 [2000H]  
Eg: MOV [BX], CL ; CL is stored at a memory location pointed by 

BX [BX]


CL. If BX = 2000H, [2000H]


 CL. 
 
REGISTER RELATIVE ADDRESSING MODE :Here address is given by a register plus a numeric 
displacement. 
 

Eg: MOV CL, [BX + 03H] ; CL gets data from a location BX + 03H 
 

CL


 [BX+03H]. If BX = 2000H, then CL


 [2003H] 

Eg: MOV [BX + 03H], CL ; CL is stored at location BX + 03H  
 

[BX+03H]


CL. If BX = 2000H, then [2003H]


 CL. 

BASE INDEXED ADDRESSING MODE Here address is given by a sum of two registers. This is 

typically useful in accessing an array or a look up table. One register acts as the base of the array holding 

its starting address and the other acts as an index indicating theelement to be accessed.  
 

Eg: MOV CL, [BX + SI] ; CL gets data from a location BX + SI ; CL


 [BX+SI]. ; 

If BX = 2000H, SI = 1000H, then CL ç [3000H] Eg: MOV [BX + SI], CL ; CL is stored at location BX 

+ SI ; [BX+SI]


 CL. ; If BX = 2000H, SI = 1000H, then [3000H]


 CL. 
 
BASE RELATIVE PLUS INDEX ADDRESSING MODEHere address is given by a sum of base 

register plus index register plus a numeric displacement.  
 

Eg: MOV CL, [BX+SI+03H] ; CL gets data from a location BX + SI + 03H 

; CL


[BX+SI+03H]. ; 
 



 

If BX = 2000H, SI = 1000H, then CL


 [3003H] 

Eg: MOV [BX+SI+03H], CL ; CL is stored at location BX + SI + 03H ;  
 

[BX+SI+03H]


CL. ; 

If BX = 2000H, SI = 1000H, then [3003H]


 CL. 

IMPLIED ADDRESSING MODE: In this addressing mode, the operand is not specified at all, as it is 

an implied operand. Someinstructions operate only on a particular register. In such cases, specifying the 

register becomesunnecessary as it becomes implied. 
 

Eg: STC ; Sets the Carry flag.; This instruction can only operate on the Carry Flag.  
 

Eg: CMC ; Complements the Carry flag.; This instruction can only operate on the Carry Flag  
 

Instruction Set: 
 

Most computer instructions can be classified into three categories:  
 

1. Data transfer instructions 
 

2. Data manipulation instructions 
 

3. Program control instructions 
 
1) Data Transfer Instructions:Data transfer instructions move data from one place in the computer to 

another without changing the data content. The most common transfers are between memory and 

processor registers, between processor registers and input or output, and between the processor registers 

themselves.Table below gives a list of eight data transfer instructions used in many computers.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Accompanying each instruction is a mnemonic symbol. Different computers use different mnemonics for 

the same instruction name. 
 

The load instruction has been used mostly to designate a transfer from memory to a processor register, 

usually an accumulator. The store instruction designates a transfer from a processor register into 

memory. The move instruction has been used in computers with multiple CPU registers to designate a 

transfer from one register to another. It has also been used for data transfers between CPU registers and 

memory or between two memory words. The exchange instruction swaps information between two 

registers or a register and a memory word. The input and output instructions transfer data among 

processor registers and input or output terminals. The push and pop instructions transfer data between 

processor registers and a memory stack. 
 

2) Data Manipulation Instructions: The data manipulation instructions in a typical computer are usually 

divided into three basic types: 

 Arithmetic instructions




 Logical and bit manipulation instructions


 



 

 Shift instructions


 

Arithmetic instructions :The four basic arithmetic operations are addition, subtraction, 

multiplication,and division. Most computers provide instructions for all four operations.Some small 

computers have only addition and possibly subtraction instructions.  
 

A list of typical arithmetic instructions is given in Table given below:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The increment instruction adds 1 to the value stored in a register or memory word.The decrement 

instruction subtracts 1 from a value stored in a registeror memory word.The add, subtract, multiply, and  

divide instructions may be available fordifferent types of data. The data type assumed ·to be in processor 

registersduring the execution of these arithmetic operations is included in the definitionof the operation 

code. An arithmetic instruction may specify fixed-point orfloating-point data, binary or decimal data, 

single-precision or double-precision data. 
 

The mnemonics for three add instructions that specifydifferent data types are shown below: 
 

ADDI Add two binary integer numbers 
 

ADDF Add two floating-point numbers 
 

ADDD Add two decimal numbers in BCD 
 

The instruction "add with carry" performs the addition on two operands plus the value of the carry 

fromthe previous computation. Similarly, the "subtract with borrow" instructionsubtracts two words and 

a borrow which may have resulted from a previoussubtract operation. The negate instruction forms the 2' 

s complement of anumber, effectively reversing the sign of an integer when represented in thesigned - 2's 

complement form. 
 

Logical and Bit Manipulation Instructions:Logical instructions perform binary operations on strings 

of bits stored in registers. They are useful for manipulating individual bits or a group of bits that represent 

binary-coded information. The logical instructions consider each bit of the operand separately and 

treat it as a Boolean variable. By proper application of the logical instructions, it is possible to change bit 

values, to clear a group of bits, or to insert new bit values into operands stored in registers or memory 

words. 
 

Some logical and bit manipulation instructions are shown in the figure below:   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The clear instruction causes the specified operand to be replaced by D's.The complement instruction 

produces the 1's complement by inverting all thebits of the operand. The AND, OR, and XOR instructions 

produce the corresponding logical operations on individual bits of the operands. Although theyperform 

Boolean operations, when used in computer instructions, the logicalinstructions should be considered as 

performing bit manipulation operations.There are three-bit manipulation operations possible: a selected 

bit can becleared to 0, or can be set to 1, or can be complemented. The three logicalinstructions are 

usually applied to do just that. 
 

Shift Instructions: Shifts are operations in which the bits of a word are moved to the left or right. Shift 

instructions may specify either logicalshifts, arithmetic shifts, or rotate-type operations. In either case the 

shift maybe to the right or to the left.Table below lists four types of shift instructions:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The logical shift inserts 0to the end bit position. The end position is the leftmost bit for shift right and the 

rightmost bit position for the shift left. 
 

The arithmetic shift-right instruction must preserve the sign bit in the leftmost position. The sign bit is 

shifted to the right together with the rest of the number, but the sign bit itself remains unchanged. This is a 

shift-right operation with the end bit remaining the same. The arithmetic shift-left instruction inserts 0 to 

the end position and is identical to the logical shift-left instruction. 
 

The rotate instructions produce a circular shift. Bits shifted out at one end of the word are not lost as in a 

logical shift but are circulated back into the other end. The rotate through carry instruction treats a carry 

bit as an extension of the register whose word is being rotated. Thus, a rotate-left through carry 

instruction transfers the carry bit into the rightmost bit position of the register, transfers the leftmost bit 

position into the carry, and at the same time, shifts the entire register to the left. 
 



 

Program Control Instructions: Program control instructions provide decision-making capabilities and 

change the path taken by the program when executed in the computer a program control type of 

instruction, when executed, may change the address value in the program counter and cause the flow of 

control to be altered. In other words, program control instructions specify conditions for altering the 

content of the program counter. 
 

Some program control instructions are listed in Table below:   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Branch and jump instructions are used interchangeably to mean the same thing, but sometimes they are 

used to denote different addressing modes. Branch instruction is written as BR ADR, where ADR is a 

symbolic name for an address. Branch and jump instructions may be conditional or unconditional. 

Anunconditional branch instruction causes a branch to the specified address without any conditions. The 

conditional branch instruction specifies a conditionsuch as branch if positive or branch if zero. If the 

condition is met, the programcounter is loaded with the branch address and the next instruction is 

taken.from this address. If the condition is not met, the program counter is not changed and the next 

instruction is taken from the next location in sequence. 
 

The skip instruction does not need an address field and is therefore azero-address instruction. A 

conditional skip instruction will skip the nextinstruction if the condition is met. If the condition is not met, 

control proceeds with thenext instruction in sequence. 
 

The call and return instructions are used in conjunction with subroutines. 
 

The compare instruction performs a subtraction between two operands, but the result of the operation 

isnot retained. However, certain status bit conditions are set as a result of theoperation. Similarly, the test 

instruction performs the logical AND of twooperands and updates certain status bits without retaining  

the result or changing the operands. (Note:The compare and test instructions do not change the program 

sequence directly. They are listed in Table because of their application in setting conditions for 

subsequent conditional branch instructions) 
 

RISC vs CISC Architecture 
 

RISC stands for Reduced Instruction set Computer and CISC stands for Complex Instruction Set 

Computer.RISC and CISC are the two ideologies behind making the processor.   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

13 They have register based operations.   13. Memory based operations. 
 

 

CPU CONTROL UNIT DESIGN 
 

 Hardwired CU :
In Hardwired CU, control signals are produced by hardware. There are three types of Hardwired 

Control Units
1) STATE TABLE METHOD  
2) DELAY ELEMENT METHOD  
3) SEQUENCE COUNTER METHOD 

 

STATE TABLE METHOD:  
1) It is the most basic type of hardwired control unit.  
2) Here the behaviour of the control unit is represented in the form of a table called the state table.  
3) The rows represent the T-states and the columns indicate the instructions.  
4) Each intersection indicates the control signal to be produced, in the corresponding T-state of 

everyinstruction.  
4) A circuit is then constructed based on every column of this table, for each instruction.  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

ADVANTAGE: It is the simplest method and is ideally suited for very small instruction sets.  
 

DRAWBACK:As the number of instructions increase, the circuit becomes bigger and hence more 

complicated. As a tabular approach is used, instead of a logical approach (flowchart), there are 

duplications of manycircuit elements in various instructions.  
 

Delay Element Method:  
 

1) Here the behaviour of the control unit is represented in the form of a flowchart. 
 
2) Each step in the flowchart represents a control signal to be produced. 
 
3) Once all steps of a particular instruction, are performed, the complete instruction gets executed. 
 
4) Control signals perform Micro-Operations, which require one T-states each. 
 
5) Hence between every two steps of the flowchart, there must be a delay element. 
 
6) The delay must be exactly of one T-state. This delay is achieved by D Flip-Flops. 
 
7) These D Flip-Flops are inserted between every two consecutive control signals.  
 
 
 
 
 
 
 
 
 
 
 

 

8) Of all D Flip-Flops only one will be active at a time. So the method is also called “One Hot Method”. 
 
9) In a multiple entry point, to combine two or more paths, we use an OR gate.  
 
 
 
 
 
 
 
 
 
 

 

10) A decision box is replaced by a set of two complementing AND gates  



 

 
 
 
 
 
 
 
 
 
 
 

 

11) A multiple entry point is substituted by an OR gate. 
 
ADVANTAGE: 
 

As the method has a logical approach, it can reduce the circuit complexity.This is done by re-utilizing 

common elements between various instructions. 
 

DRAWBACK: 
 

As the no of instructions increase, the number of D Flip-Flops increase, so the cost increases.Moreover, 

only one of those D Flip-Flops are actually active at a time. 
 

SEQUENCE COUNTER METHOD:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

1) This is the most popular form of hardwired control unit. The goal of this circuit is to provide triggers to 

different parts of the circuit after gaps of 1-Tstate. 
 
2) It follows the same logical approach of a flowchart, like the Delay element method, but does not use all 

those unnecessary D Flip-Flops because at any point of time only one delay element is active and a 

complex circuitry would involve many delay elements which is very inefficient. The D -Flip-flops are 

replaced by trigger points which are activated after gaps of one T-state. 
 

Following are the steps involved in designing a CU using Sequence Counter Method.  
 

1) First a flowchart is made representing the behaviour of a control unit. 
 
2) It is then converted into a circuit using the same principle of AND & OR gates. 
 
3) We need a delay of 1 T-state (one clock cycle) between every two consecutive control signals. 
 
4) That is achieved by the above circuit.  



 

5) If there are “k” number of distinct steps producing control signals, we employ a “mod k” and 

“k”output decoder. 
 
6) The counter will start counting at the beginning of the instruction. 
 
7) The “clock” input via an AND gate ensures each count will be generated after 1 T-state. 
 

8)The count is given to the decoder which triggers the generation of “k” control signals, each aftera delay 

of 1 T-state. 
 

9)When the instruction ends, the counter is reset so that next time, it begins from the first count.  
 

ADVANTAGE: 
 

Avoids the use of too many D Flip-Flops. 
 

GENERAL DRAWBACKS OF A HARDWIRED CONTROL UNIT  
 

1) Since they are based on hardware, as the instruction set increases, the circuit becomes more and more 

complex. For modern processors having hundreds of instructions, it is virtually impossible to create 

Hardwired Control Units. 
 
2) Such large circuits are very difficult to debug. 
 
3) As the processor gets upgraded, the entire Control Unit has to be redesigned, due to the rigid nature of 

hardware design. 
 

Microprogrammed CU 

 

WILKES’ DESIGN FOR A MICROPROGRAMMED CONTROL UNIT: 
 

1) Microprogrammed Control Unit produces control signals by software, using micro-instructions 
 
2) A program is a set of instructions. 
 
3) An instruction requires a set of Micro-Operations. 
 
4) Micro-Operations are performed by control signals. 
 
5) Instead of generating these control signals by hardware, we use micro-instructions. This means every 

instruction requires a set of micro-instructions This is called its micro-program. 
 
6) Microprograms for all instructions are stored in a small memory called “Control Memory”. The 

Control memory is present inside the processor. 
 
7) Consider an Instruction that is fetched from the main memory into the Instruction Register (IR). 
 
8) The processor uses its unique “opcode” to identify the address of the first micro -instruction. That 

address is loaded into CMAR (Control Memory Address Register). CMAR passes the address to the 

decoder. 
 
9) The decoder identifies the corresponding micro-instruction from the Control Memory. 
 
10) A micro-instruction has two fields: a control filed and an address field. 
 

Control field: Indicates the control signals to be generated. 
 

Address field: Indicates the address of the next micro-instruction. 
 

11) This address is further loaded into CMAR to fetch the next micro-instruction.  



 

12) For a conditional micro-instruction, there are two address fields.This is because, the address of the 

next micro-instruction depends on the condition.The condition (true or false) is decided by the 

appropriate control flag. 
 
13) The control memory is usually implemented using FLASH ROM as it is writable yet non-volatile. 
 
 

 

ADVANTAGES 
 

1) The biggest advantage is flexibility. 
 
2) Any change in the control unit can be performed by simply changing the micro-instruction. 
 
3) This makes modifications and up gradation of the Control Unit very easy. 
 
4) Moreover, software can be much easily debugged as compared to a large Hardwired Control Unit.  
 

DRAWBACKS 
 

1) Control memory has to be present inside the processor, increasing its size. 
 
2) This also increases the cost of the processor. 
 
3) The address field in every micro-instruction adds more space to the control memory. This can beeasily 

avoided by proper micro-instruction sequencing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

TYPICAL MICROPROGRAMMED CONTROL UNIT 
 

1) Microprogrammed Control Unit produces control signals by software, using micro-instructions. 
 
2) A program is a set of instructions.  



 

3) An instruction requires a set of Micro-Operations. 
 
4) Micro-Operations are performed by control signals. 
 
5) Here, these control signals are generated using micro-instructions. 
 
6) This means every instruction requires a set of micro-instructions 
 
7) This is called its micro-program. 
 
8) Microprograms for all instructions are stored in a small memory called “Control Memory”. 
 
9) The Control memory is present inside the processor. 
 
10) Consider an Instruction that is fetched from the main memory into the Instruction Register (IR). 
 
11) The processor uses its unique “opcode” to identify the address of the first micro-instruction. 
 
12) That address is loaded into CMAR (Control Memory Address Register) also called μIR. 
 
13) This address is decoded to identify the corresponding μ-instruction from the Control Memory. 
 
14) There is a big improvement over Wilkes’ design, to reduce the size of micro-instructions. 
 
15) Most micro-instructions will only have a Control field. 
 
16) The Control field Indicates the control signals to be generated. 
 
17) Most micro-instructions will not have an address field. 
 
18) Instead, μPC will simply get incremented after every micro-instruction. 
 
19) This is as long as the μ-program is executed sequentially. 
 
20) If there is a branch μ-instruction only then there will be an address filed. 
 
21) If the branch is unconditional, the branch address will be directly loaded into CMAR. 
 
22) For Conditional branches, the Branch condition will check the appropriate flag. 
 
23) This is done using a MUX which has all flag inputs. 
 
24) If the condition is true, then the MUX will inform CMAR to load the branch address. 
 
25) If the condition is false CMAR will simply get incremented. 
 
26) The control memory is usually implemented using FLASH ROM as it is writable yet non-volatile. 
 

ADVANTAGES 
 

1) The biggest advantage is flexibility. 
 
2) Any change in the control unit can be performed by simply changing the micro-instruction. 
 
3) This makes modifications and up gradation of the Control Unit very easy. 
 
4) Moreover, software can be much easily debugged as compared to a large Hardwired Control Unit.  
 
5) Since most micro-instructions are executed sequentially, they don’t need for an address field. 
 
6) This significantly reduces the size of micro-instructions, and hence the Control Memory. 
 

DRAWBACKS 
 

1) Control memory has to be present inside the processor, increasing its size.  



 

2) This also increases the cost of the processor.  



 

UNIT-3 
 

Memory System Design 
 
 
 

 

Memory system design: Semiconductor memory technologies, memory organization.  
 

Memory organization: Memory interleaving, concept of hierarchical memory organization, Cache 
memory, mapping functions, Replacement algorithms, write policies, Virtual Memory Management 

 

 

Semiconductor Memory Technologies:  
 

Semiconductor random-access memories (RAMs) are available in a wide range of speeds.  
Their cycle times range from 100 ns to less than 10 ns. Semiconductor memory is used in any 
electronics assembly that uses computer processing technology. The use of semiconductor memory has 

grown, and the size of these memory cards has increased as the need for larger and larger amounts of 
storage is needed.  

There are two main types or categories that can be used for semiconductor technology.   
RAM - Random Access Memory: As the names suggest, the RAM or random access memory is a 

form of semiconductor memory technology that is used for reading and writing data in any order - in 
other words as it is required by the processor. It is used for such applications as the computer  or 

processor memory where variables and other stored and are required on a random basis. Data is stored 

and read many times to and from this type of memory.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ROM - Read Only Memory: A ROM is a form of semiconductor memory technology used where the 

data is written once and then not changed. In view of this it is used where data needs to be stored 

permanently, even when the power is removed - many memory technologies lose the data once the 

power is removed. As a result, this type of semiconductor memory technology is widely used for storing 

programs and data that must survive when a computer or processor is powered down. For example the 

BIOS of a computer will be stored in ROM. As the name implies, data cannot be easily written to ROM. 

Depending on the technology used in the ROM, writing the data into the ROM initially may require 

special hardware. Although it is often possible to change the data, this gain requires special hardware to 

erase the data ready for new data to be written in.  



 

The different memory types or memory technologies are detailed below:  

 

DRAM: Dynamic RAM is a form of random access memory. DRAM uses a capacitor to store each bit 

of data, and the level of charge on each capacitor determines whether that bit is a logical 1 or 0. 

However these capacitors do not hold their charge indefinitely, and therefore the data needs to be 

refreshed periodically. As a result of this dynamic refreshing it gains its name of being a dynamic RAM. 

DRAM is the form of semiconductor memory that is often used in equipment including personal 

computers and workstations where it forms the main RAM for the computer. 

 

EEPROM: This is an Electrically Erasable Programmable Read Only Memory. Data can be written to 

it and it can be erased using an electrical voltage. This is typically applied to an erase pin on the chip. 
Like other types of PROM, EEPROM retains the contents of the memory even when the power is turned 

off. Also like other types of ROM, EEPROM is not as fast as RAM.  

 

EPROM: This is an Erasable Programmable Read Only Memory. This form of semiconductor memory 

can be programmed and then erased at a later time. This is normally achieved by exposing the silicon to 

ultraviolet light. To enable this to happen there is a circular window in the package of the EPROM to 

enable the light to reach the silicon of the chip. When the PROM is in use, this window is normally 

covered by a label, especially when the data may need to be preserved for an extended period. The 

PROM stores its data as a charge on a capacitor. There is a charge storage capacitor for each cell and 

this can be read repeatedly as required. However it is found that after many years the charge may leak 

away and the data may be lost. Nevertheless, this type of semiconductor memory used to be widely 

used in applications where a form of ROM was required, but where the data needed to be changed 

periodically, as in a development environment, or where quantities were low. 

 

FLASH MEMORY: Flash memory may be considered as a development of EEPROM technology. 

Data can be written to it and it can be erased, although only in blocks, but data can be read on an 

individual cell basis. To erase and re-programme areas of the chip, programming voltages at levels that 

are available within electronic equipment are used. It is also non-volatile, and this makes it particularly 

useful. As a result Flash memory is widely used in many applications including memory cards for digital 

cameras, mobile phones, computer memory sticks and many other applications. 

 

F-RAM: Ferroelectric RAM is a random-access memory technology that has many similarities to the 

standard DRAM technology. The major difference is that it incorporates a ferroelectric layer instead of 
the more usual dielectric layer and this provides its non-volatile capability. As it offers a non-volatile 

capability, F-RAM is a direct competitor to Flash. 

 

MRAM: This is Magneto-resistive RAM, or Magnetic RAM. It is a non-volatile RAM memory 

technology that uses magnetic charges to store data instead of electric charges. Unlike technologies 

including DRAM, which require a constant flow of electricity to maintain the integrity of the data, 

MRAM retains data even when the power is removed. An additional advantage is that it only requires 

low power for active operation. As a result this technology could become a major player in the 

electronics industry now that production processes have been developed to enable it to be produced.  

 

P-RAM / PCM: This type of semiconductor memory is known as Phase change Random Access 

Memory, P-RAM or just Phase Change memory, PCM. It is based around a phenomenon where a form 

of chalcogenide glass changes is state or phase between an amorphous state (high resistance) and a 

polycrystalline state (low resistance). It is possible to detect the state of an individual cell and hence use 

this for data storage. Currently this type of memory has not been widely commercialized, but it is 

expected to be a competitor for flash memory.  



 

 
PROM: This stands for Programmable Read Only Memory. It is a semiconductor memory which can 
only have data written to it once - the data written to it is permanent. These memories are bought in a 

blank format and they are programmed using a special PROM programmer. Typically a PROM will 

consist of an array of fuseable links some of which are "blown" during the programming process to 
provide the required data pattern. 

 

SDRAM: Synchronous DRAM. This form of semiconductor memory can run at faster speeds than 
conventional DRAM. It is synchronised to the clock of the processor and is capable of keeping two sets 

of memory addresses open simultaneously. By transferring data alternately from one set of addresses, 

and then the other, SDRAM cuts down on the delays associated with non -synchronous RAM, which 

must close one address bank before opening the next. 

 

SRAM: Static Random Access Memory. This form of semiconductor memory gains its name from the 

fact that, unlike DRAM, the data does not need to be refreshed dynamically. It is able to support faster 

read and write times than DRAM (typically 10 ns against 60 ns for DRAM), and in addition its cycle 

time is much shorter because it does not need to pause between accesses. However it consumes more 
power, is less dense and more expensive than DRAM. As a result of this it is normally used for caches, 

while DRAM is used as the main semiconductor memory technology.  
 

 

MEMORY ORGANIZATION 

 

Memory Interleaving: 
 

Pipeline and vector processors often require simultaneous access to memory from two or more 

sources. An instruction pipeline may require the fetching of an instruction and an operand at the same 
time from two different segments.  

Similarly, an arithmetic pipeline usually requires two or more operands to enter the pipeline at 

the same time. Instead of using two memory buses for simultaneous access, the memory can be 

partitioned into a number of modules connected to a common memory address and data buses. A 

memory module is a memory array together with its own address and data registers. Figure 9 -13 shows 

a memory unit with four modules. Each memory array has its own address register AR and data register 

DR.  



 

The address registers receive information from a common address bus and the data registers 

communicate with a bidirectional data bus. The two least significant bits of the address can be used to 

distinguish between the four modules. The modular system permits one module to initiate a memory 

access while other modules are in the process of reading or writing a word and each module can honor a 
memory request independent of the state of the other modules.   

The advantage of a modular memory is that it allows the use of a technique called interleaving. 
In an interleaved memory, different sets of addresses are assigned to different memory modules. For 

example, in a two-module memory system, the even addresses may be in one module and the odd 

addresses in the other. 

 

Concept of Hierarchical Memory Organization 

This Memory Hierarchy Design is divided into 2 main types:  
External Memory or Secondary Memory  

Comprising of Magnetic Disk, Optical Disk, Magnetic Tape i.e. peripheral storage devices 
which are accessible by the processor via I/O Module.  
Internal Memory or Primary Memory  

Comprising of Main Memory, Cache Memory & CPU registers. This is directly accessible by 
the processor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Characteristics of Memory Hierarchy 

 

Capacity: 
 

It is the global volume of information the memory can store. As we move from top to bottom 
in the Hierarchy, the capacity increases.  
Access Time:  

It is the time interval between the read/write request and the availability of the data. As we 
move from top to bottom in the Hierarchy, the access time increases.   
Performance:  

Earlier when the computer system was designed without Memory Hierarchy design, the speed 

gap increases between the CPU registers and Main Memory due to large difference in access time. This 

results in lower performance of the system and thus, enhancement was required. This enhancement was 

made in the form of Memory Hierarchy Design because of which the performance of the system 

increases. One of the most significant ways to increase system performance is minimizing how far 

down the memory hierarchy one has to go to manipulate data.  
Cost per bit:  

As we move from bottom to top in the Hierarchy, the cost per bit increases i.e. Internal 
Memory is costlier than External Memory.  



 

Cache Memories:  
The cache is a small and very fast memory, interposed between the processor and the main 

memory. Its purpose is to make the main memory appear to the processor to be much faster than it 

actually is. The effectiveness of this approach is based on a property of computer programs called 

locality of reference.  
Analysis of programs shows that most of their execution time is spent in routines in which 

many instructions are executed repeatedly. These instructions may constitute a simple loop, nested 

loops, or a few procedures that repeatedly call each other.  
The cache memory can store a reasonable number of blocks at any given time, but this number is 

small compared to the total number of blocks in the main memory. The correspondence between the 

main memory blocks and those in the cache is specified by a mapping function.   
When the cache is full and a memory word (instruction or data) that is not in the cache is 

referenced, the cache control hardware must decide which block should be removed to create space for 

the new block that contains the referenced word. The collection of rules for making this decision 

constitutes the cache’s replacement algorithm. 

 

Cache Hits  
The processor does not need to know explicitly about the existence of the cache. It simply issues 

Read andWrite requests using addresses that refer to locations in the memory. The cache control 
circuitry determines whether the requested word currently exists in the cache.   
If it does, the Read orWrite operation is performed on the appropriate cache location. In this case, a 

read or write hit is said to have occurred. 
 

 

Cache Misses  
A Read operation for a word that is not in the cache constitutes a Read miss. It causes the block 

of words containing the requested word to be copied from the main memory into the cache.  

 

Cache Mapping:  
There are three different types of mapping used for the purpose of cache memory which are 

as follows: Direct mapping, Associative mapping, and Set-Associative mapping. These are explained 
as following below.  
Direct mapping  

The simplest way to determine cache locations in which to store memory blocks is the direct-

mapping technique. In this technique, block j of the main memory maps onto block j modulo 128 of the 

cache, as depicted in Figure 8.16. Thus, whenever one of the main memory blocks 0 , 128, 256, . . . is 

loaded into the cache, it is stored in cache block 0. Blocks 1, 129, 257, . . . are stored in cache block 1, 

and so on. Since more than one memory block is mapped onto a given cache block position, contention 

may arise for that position even when the cache is not full.   
For example, instructions of a program may start in block 1 and continue in block 129, possibly 

after a branch. As this program is executed, both of these blocks must be transferred to the block -1 

position in the cache. Contention is resolved by allowing the new block to overwrite the currently 
resident block.  

With direct mapping, the replacement algorithm is trivial. Placement of a block in the cache 

is determined by its memory address. The memory address can be divided into three fields, as shown 

in Figure 8.16. The low-order 4 bits select one of 16 words in a block.  
When a new block enters the cache, the 7-bit cache block field determines the cache position in 

which this block must be stored. If they match, then the desired word is in that block of the cache. If 

there is no match, then the block containing the required word must first be read from the main memory 
and loaded into the cache.  

The direct-mapping technique is easy to implement, but it is not very flexible.   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Associative Mapping  
In Associative mapping method, in which a main memory block can be placed into any cache 

block position. In this case, 12 tag bits are required to identify a memory block when it is resident in the 
cache. The tag bits of an address received from the processor are compared to the tag bits of each block 

of the cache to see if the desired block is present. This is called the associative-mapping technique.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

It gives complete freedom in choosing the cache location in which to place the memory block, 

resulting in a more efficient use of the space in the cache. When a new block is brought into the cache, 

it replaces (ejects) an existing block only if the cache is full. In this case, we need an algorithm to select 
the block to be replaced.  



 

To avoid a long delay, the tags must be searched in parallel. A search of this kind is called 

an associative search. 
 
 

Set-Associative Mapping  
Another approach is to use a combination of the direct- and associative-mapping techniques. 

The blocks of the cache are grouped into sets, and the mapping allows a block of the main memory to 

reside in any block of a specific set. Hence, the contention problem of the direct method is eased by 

having a few choices for block placement.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

At the same time, the hardware cost is reduced by decreasing the size of the associative 

search. An example of this set-associative-mapping technique is shown in Figure 8.18 for a cache 

with two blocks per set. In this case, memory blocks 0, 64, 128, . . . , 4032 map into cache set 0, and 

they can occupy either of the two block positions within this set.   
Having 64 sets means that the 6-bit set field of the address determines which set of the cache 

might contain the desired block. The tag field of the address must then be associatively compared to the 
tags of the two blocks of the set to check if the desired block is present. This two-way associative 

search is simple to implement.  
The number of blocks per set is a parameter that can be selected to suit the requirements   

of a particular computer. For the main memory and cache sizes in Figure 8.18, four blocks per set can be 

accommodated by a 5-bit set field, eight blocks per set by a 4-bit set field, and so on. The extreme 

condition of 128 blocks per set requires no set bits and corresponds to the fully-associative technique, 
with 12 tag bits. The other extreme of one block per set is the direct-mapping.  



 

Replacement Algorithms  
In a direct-mapped cache, the position of each block is predetermined by its address; 

hence, the replacement strategy is trivial. In associative and set-associative caches there exists 

some flexibility.  
When a new block is to be brought into the cache and all the positions that it may occupy are full, 
thecache controller must decide which of the old blocks to overwrite.   

This is an important issue, because the decision can be a strong determining factor in 
system performance. In general, the objective is to keep blocks in the cache that are likely to be 

referenced in the near future. But, it is not easy to determine which blocks are about to be 

referenced.  
The property of locality of reference in programs gives a clue to a reasonable strategy. 

Becauseprogram execution usually stays in localized areas for reasonable periods of time, there is a 

high probability that the blocks that have been referenced recently will be referenced again soon. 

Therefore, when a block is to be overwritten, it is sensible to overwrite the one that has gone the 

longest time without being referenced. This block is called the least recently used (LRU) block, and 

the technique iscalled the LRU replacement algorithm.  
The LRU algorithm has been used extensively. Although it performs well for many access 

patterns, it can lead to poor performance in some cases. 

 

Write Policies  
The write operation is proceeding in 2 ways. 
 

 Write-through protocol
 Write-back protocol

 

Write-through protocol: 
 

Here the cache location and the main memory locations are updated simultaneously.  

 

Write-back protocol: 
 

 This technique is to update only the cache location and to mark 
it as withassociated flag bit called dirty/modified bit.


 The word in the main memory will be updated later, when the block 

containing thismarked word is to be removed from the cache to make 
room for a new block.

 To overcome the read miss Load –through / Early restart protocol is used.

 

Virtual Memory Management /Paging:  



 

Fig: Virtual Memory Organization  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Virtual Memory Address 

Translation Internal Memory Organization: 
 
Memory cells are usually organized in the form of an array, in which each cell is capable of 

storing one bit of information. Apossible organization is illustrated in Figure below:   



 

Fig: Organization of bit cells in a memory chip. 
 

Each row of cells constitutes a memory word, and all cells of a row are connected to a common line 

referred to as the word line, which is driven by the address decoder on the chip.The cells in each 

column are connected to a Sense/Write circuit by two bit lines, and the Sense/Writecircuits are 

connected to the data input/output lines of the chip.During a Read operation,these circuits sense, or 

read, the information stored in the cells selected by a word line  andplace this information on the 

output data lines. During a Write operation, the Sense/Write circuits receive input data and store 

them in the cells of the selected word.Above figureis an example of a very small memory circuit 

consisting of 16 words of 8 bitseach. This is referred to as a 16 × 8 organization. The data input and the 

data output of eachSense/Write circuit are connected to a single bidirectional data line that can be 

connectedto the data lines of a computer.Two control lines, R/W and CS, are provided. The 

R/W(Read/Write) input specifies the required operation, and the CS (Chip Select) input selectsa given 

chip in a multichip memory system.The above memory circuit stores 128 bits and requires 14 

external connections for address, data, and control lines. It also needs two lines for power supply and  

groundconnections. 
 

Consider now a slightly larger memory circuit, one that has 1K (1024) memorycells. This circuit can be 

organized as a 128 × 8 memory, requiring a total of 19 external connections. Alternatively, the same 

number of cells can be organized into a 1K×1 format.In this case, a 10 -bit address is needed, but there is 

only one data line, resulting in 15 externalconnections. Figure below shows such an organization. The 

required 10-bit address is dividedinto two groups of 5 bits each to form the row and column addresses for 

the cell array. Arow address selects a row of 32 cells, all of which are accessed in parallel. But, only 

oneof these cells is connected to the external data line, based on the column address.For example, a 

1Giga-bitchip may have a 256M × 4 organization, in which case a 28-bit address is needed and 4bits are 

transferred to or from the chip. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: Organization of a 1K × 1 memory chip. 
 

 

Memory Hierarchy 

 

 The total memory capacity of a computer can be visualized as being a hierarchy of components. 
The memory hierarchy system consists of all storage devices employed in a computer system  



 

from the slow but high-capacity secondary memory to a relatively faster main memory, to an 
even smaller and faster cache memory accessible to the high-speed processing logic.  

 The purpose of any memory device is to store programs and data. Several types of memory 
devices are used in the computer forming a Memory Hierarchy. Each plays a specific role 
contributing to the speed, cost effectiveness, portability etc. 

Main Memory  
The memory unit that communicates directly with the CPU is called the main memory.It comprises of 
RAM and ROM, both are Semi-Conductor memories. (chip memories). ROM is non-volatile.It is used is 

storing permanent information like the BIOS program.It is typically of 2 MB - 4 MB in size.RAM is 

writable and hence is used for day-to-day operations.Every file that we access from secondary memory, 
is first loaded into RAM.The main memory occupies  
a central position by being able to communicate directly with the CPU andwith auxiliary memory devices 
through an UO processor. To provide large amount of working space RAM is typically 4 GB - 8 GB. 

 

Secondary Memory (Auxiliary Memory):  
Devices that provide backup storage arecalled auxiliary memory. The most common auxiliary memory 

devices used incomputer systems are magnetic disks and tapes. They are used for 

storingsystemprograms, large data files, and other backup information. Only pro•grams and data 

currently needed by the processor reside in main memory.When programs notresiding in main memory 

are needed by the CPU, they are brought in fromauxiliary memory.The main purpose of Secondary 

Memory is to increase the storage capacity, at low cost.Its biggest component is the Hard Disk.It is 

writeable as well as non-volatile. Typical size of a HD is 1 TB.Disk memories are much slower than chip 

memories but are also much cheaper. 

 

Cache Memory:  
The cache memory is employed in computersystems to compensate for the speed differential between 

main memory accesstime and processor logic. CPU logic is usually faster than main memory accesstime, 

with the result that processing speed is limited primarily by the speedof main memory. A technique used 

to compensate for the mismatch in operating speeds is to employ an extremely fast, small cache between 

the CPU andmain memory whose access time Is dose to processor logic dock cycle time.It is the fastest 

form of memory as it uses SRAM (Static RAM).The Main Memory uses DRAM (Dynamic 

RAM).SRAM uses flip-flops and hence is much faster than DRAM which uses capacitors.But SRAM is 

also very expensive as compared to DRAM.Hence only the current portion of the file we need to access is 

copied from Main Memory (DRAM)to Cache memory (SRAM), to be directly accessed by the 

processor.This gives maximum performance and yet keeps the cost low.While the VO processor manages 

data transfers between auxiliary memoryand main memory, the cache organization is concerned with the 

transferof information between main memory and CPU.Typical size of Cache is around 2 MB – 8MB. If 

code and data are in the same cache then it is unified cache else its called split cache.Depending upon the 

location of cache, it is of three types: L1, L2 and L3.L1 cache is present inside the processor and is a split 

cache typically 4-8 KB.L2 is present on the same die as the processor and is a unified cache typically 1 

MB.L3 is present outside the processor. It is also unified and is typically of 2-8 MB.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Memory Hierarchy in a computer system  



 

The reason for having twoor three levels of memory hierarchy is economics. As the storage capacity 

ofthe memory increases, the cost per bit for storing binary information decreasesand the access time of 

the memory becomes longer. The auxiliary memory hasa large storage capacity, is relatively inexpensive, 

but has low access speedcompared to main memory. The cache memory is very small, relatively 

expensive,and has very high access speed. Thus as the memory access speedincreases, so does its relative 

cost. The overall goal of using a memory hierarchyis to obtain the highest -possible average access speed 

while minimizing thetotal cost of the entire memory system. 

 

Memory Interleaving 

 

Pipeline and vector processors often require simultaneous access to memory from two or more sources. 

An instruction pipeline may require the fetching of an instruction and an operand at the same time from 

two different segments. Similarly, an arithmetic pipeline usually requires two or more operands to enter 

the pipeline at the same time. Instead of using two memory buses for simultaneous access, the memory 

can be partitioned into a number of modules connected to a common memory address and da ta buses. A 

memory module is a memory array together with its own address and data registers. Figure below shows 

a memory unit with four modules.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Multiple module memory organization. 

 

Each memory array has its ownaddress register AR and data register DR . The address registers receive 

informationfrom a common address bus and the data registers communicate witha bidirectional data bus. 

The two least significant bits of the address can be usedto distinguish between the four modules. The 

modular system permits onemodule to initiate a memory access while other modules are in the process 

ofreading or writing a word and each module can honor a memory requestindependent of the state of the 

other modules.The advantage of a modular memory is that it allows the use of a techniquecalled 

interleaving. In an interleaved memory, different sets of addressesare assigned to different memory 

modules. For example, in a two-modulememory system, the even addresses may be in one module and 

the oddaddresses in the other. When the number of modules is a power of 2, the leastsignificant bits of 

the address select a memory module and the remaining bitsdesignate the specific location to be accessed 

within the selected module.A modular memory is useful in systems with pipeline and vector 

processing.A vector processor that uses an n-way interleaved memory can fetch noperands from n 

different modules. By staggering the memory access, theeffective memory cycle time can be reduced by   



 

a factor close to the number ofmodules. A CPU with instruction pipeline can take advantage of 
multiplememory modules so that each segment in the pipeline can access memoryindependent of 
memory access from other segments. 

 

Cache Memory:  
The cache is a small and very fast memory, interposed between the processor and the mainmemory. Its 

purpose is to make the main memory appear to the processor to be muchfaster than it actually is.   
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Use of Cache Memory  
operation of a cache memory is very simple. The memory control circuitry is designed to take advantage 

of the property of locality of reference. Temporal locality suggests that whenever an information item, 

instruction or data, is first needed, this item should be brought into the cache, because it is likely to be 

needed again soon. Spatial locality suggests that instead of fetching just one item from the main memory 

to the cache, it is useful to fetch several items that are located at adjacent addresses as well. The 

termcache block refers to a set of contiguous address locations of some size. Another term that is often 

used to refer to a cache block is a cache line.  
When the processor issues a Read request, the contents of a block of memory words containing the 

location specified are transferred into the cache. Subsequently, when the program references any of the 

locations in this block, the desired contents are read directly from the cache. Usually, the cache memory 

can store a reasonable number of blocks at any given time, but this number is small compared to the total 

number of blocks in the main memory. The correspondence between the main memory blocks and those 

in the cache is specified by a mapping function. When the cache is full and a memory word (instruction 

or data) that is not in the cache is referenced, the cache control hardware must decide which block should 

be removed to create space for the new block that contains the referenced word. The collection of rules 

for making this decision constitutes the cache’s replacement algorithm. 

 

Cache Hits:  
The processor does not need to know explicitly about the existence of the cache. It simply issues Read 

andWrite requests using addresses that refer to locations in the memory. The cache control circuitry 

determines whether the requested word currently exists in the cache. If it does, the Read or Write 

operation is performed on the appropriate cache location. In this case, a read or write hit is said to have 

occurred. The main memory is not involved when there is a cache hit in a Read operation. For a Write 

operation, the system can proceed in one of two ways. In the first technique, called the write -through 

protocol, both the cache location and the main memory location are updated. The second technique is t o 

update only the cache location and to mark the block containing it with an associated flag bit, often called 

the dirty or modified bit. The main memory location of the word is updated later, when the block 

containing this marked word is removed from the cache to make room fora new block. This technique is 

known as the write-back, or copy-back, protocol.  
The write-through protocol is simpler than the write-back protocol, but it results in unnecessary Write 

operations in the main memory when a given cache word is updated several times during its cache 

residency. The write-back protocol also involves unnecessary Write operations, because all words of the 

block are eventually written back, even if only a single word has been changed while the block was in the 

cache. The write-back protocol is used most often, to take advantage of the high speed with which data 

blocks can be transferred to memory chips.  
Cache Misses  



 

A Read operation for a word that is not in the cache constitutes a Read miss. It causes the block of words 

containing the requested word to be copied from the main memory into the cache. After the entire block 
is loaded into the cache, the particular word requested is forwarded to the processor. Alternatively, this 

word may be sent to the processor as soon as it is read from the main memory. The latter approach, 

which is called load-through, or early restart, reduces the processor’s waiting time somewhat, at the 

expense of more complex circuitry.  
When a Write miss occurs in a computer that uses the write-through protocol, the information is written 
directly into the main memory. For the write-back protocol, the block containing the addressed word is 

first brought into the cache, and then the desired word in the cache is overwritten with the new 

information.  



 

UNIT-4 
 

Peripheral Devices and Their Characteristics 

 

I/o Device Interface: 
 

Introduction: Input-output interface provides a method for transferring information 

between internal storage and external I/0 devices. Peripherals(I/O Devices) connected to a 

computer need special communication links for interfacing them with the central 

processing unit. The purpose of the communication link is to resolve the differences that 

exist between the central computer and each peripheral.  
 

The major differences are: 
 

1. Peripherals are electromechanical and electromagnetic devices and their manner of 

operation is different from the operation of the CPU and memory, which are electronic 

devices. Therefore, a conversion of signal values may be required. 
 
2. The data transfer rate of peripherals is usually slower than the transfer rate of the CPU, 

and consequently, a synchronization mechanism may be needed. 
 
3. Data codes and formats in peripherals differ from the word format in the CPU and memory. 
 
4. The operating modes of peripherals are different from each other and each must be 

controlled so as not to disturb the operation of other peripherals connected to the CPU. 
 

To resolve these differences, computer systems include special hardware components between 

the CPU and peripherals to supervise and synchronize all input and output transfers. These 

components are called interface units because they interface between the processor bus and the 

peripheral device. In addition, each device may have its own controller that supervises the 

operations of the particular mechanism in the peripheral. 
 

l/O Bus and Interface Modules: 
 

A typical communication link between the processor and several peripherals 
is shown below:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Connection of I/O bus to input-output devices.  



 

The I/0 bus consists of data lines, address lines, and control lines. Each peripheral device 

has associated with it an interface unit. 
 

Each interface decodes the address and control received from the I/O bus, interprets them 

for the peripheral, and provides signals for the peripheral controller. It also synchronizes the 

data flow and supervises the transfer between peripheral and processor. 
 

Each peripheral has its own controller that operates the particular electromechanical device. 

For example, the printer controller controls the paper motion, the print timing, and the 

selection of printing characters. A controller may be housed separately or may be physically  
integrated with the peripheral. 
 

The I/O bus from the processor is attached to all peripheral interfaces. To communicate with 

a particular device, the processor places a device address on the address lines. Each 

interface attached to the I/0 bus contains an address decoder that monitors the address 

lines . When the interface detects its own address, it activates the path between the bus lines 

and the device that it controls. All peripherals whose address does not correspond to the 

address in the bus are disabled by their interface. 
 

At the same time that the address is made available in the address lines, the processor 

provides a function code in the control lines. The interface selected responds to the 

function code and proceeds to execute it. The function code is referred to as an I/O 

command and is in essence an instruction that is executed in the interface and its attached 

peripheral unit. There are four types of commands that an interface may receive. They are 

classified as control, status, data output, and data input. 
 

 A control command is issued to activate the peripheral and to inform it what to do.
 A status command is used to test various status conditions in the interface and the 

peripheral. For Example, the computer may wish to check the status of the peripheral 

before a transfer is initiated.


 A data output command causes the interface to respond by transferring data from the 

bus into one of its registers.
 The data input command is the opposite of the data output. In this case the interface 

receives an item of data from the peripheral and places it in its buffer register. The 

processor checks if data are available by means of a status command and then issues a 

data input command. The interface places the data on the data lines, where they are 

accepted by the processor.
 

There are three ways that computer buses can be used to communicate with memory and I/O: 
 

1. Use two separate buses, one for memory and the other for I/O. (This method uses a 

separate I/O Processor alongside CPU to provide an independent pathway for the transfer of 

information between external devices and internal memory.) 
 
2. Use one common bus for both memory and I/O but have separate control lines for each. 
 
3. Use one common bus for memory and I/O with common control lines. 
 

Isolated I/O: Many computers use one common bus to transfer information between memory or 

I/0 and the CPU. The distinction between a memory transfer and I/0 transfer is made through  
separate read and write lines.  



 

The CPU specifies whether the address on the address lines is for a memory word or for 

an interface register by enabling one of two possible read or write lines. The I/0 read and 
 
I/0 write control lines are enabled during an I/0 transfer. The memory read and memory write 

control lines are enabled during a memory transfer. This configuration isolates all I/0 interface 

addresses from the addresses assigned to memory and is referred to as the isolated I/0 method for 

assigning addresses in a common bus. In the isolated I/0 configuration, the CPU has distinct input 

and output instructions, and each of these instructions is associated with the address of an 

interface register. When the CPU fetches and decodes the operation code of an input or output 

instruction, it places the address associated with the instruction into the common address lines. At 

the same time, it enables the I/0 read (for input) or I/0 write (for output) control line. This informs 

the external components that are attached to the common bus that the address in the address lines 

is for an interface register and not for a memory word. 
 

Memory-mapped I/O: Memory mapped I/O uses the same address space for both memory and 

I/O. This is the case in computers that employ only one set of read and write signals and do not 

distinguish between memory and I/O addresses. This configuration is referred to as memory-

mapped I/O. In a memory-mapped l/O organization there are no specific input or output 

instructions. The CPU can manipulate l/O data residing in interface registers with the same 

instructions that are used to manipulate memory words. Each interface is organized as a set of 

registers that respond to read and write requests in the normal address space. 
 

Computers with memory-mapped l/O can use memory-type instructions to access l/0 data. It 

allows the computer to use the same instructions for either input-output transfers or for 

memory transfers. The advantage is that the load and store instructions used for reading 

and writing from memory can be used to input and output data from l/O registers. In a 

typical computer, there are more memory-reference instructions than l/O instructions. With 

memory-mapped l/O all instructions that refer to memory are also available for l/O.  
 
 
 

DATA TRANSFER MODES: 
 

The transfer of data between two units may be done in parallel or serial . In parallel data 

transmission, each bit of the message has its own path and the total message is transmitted 

at the same time. This means that an n-bit message must be transmitted through n separate 

conductor paths. In serial data transmission, each bit in the message is sent in sequence one at 

a time. This method requires the use of one pair of conductors or one conductor and a  

common ground. Parallel transmission is faster but requires many wires. It is used for short 

distances and where speed is important. Serial transmission is slower but is less expensive 

since it requires only one pair of conductors. 
 

Serial transmission can be synchronous or asynchronous. 
 

Synchronous Data Transfer: In synchronous transmission, the two units (Sending Unit and 

Receiving unit) share a common clock frequency and bits are transmitted continuously at the 

rate dictated by the clock pulses. In long distant serial transmission, each unit is driven by a 

separate clock of the same frequency. Synchronization signals are transmitted periodically 

between the two units to keep their clocks in step with each other.  



 

In asynchronous transmission, binary information is sent only when it is available and the line 

remains idle when there is no information to be transmitted. This is in contrast to synchronous 

transmission, where bits must be transmitted continuously to keep the clock frequency in 

both units synchronized with each other. 
 

Eg:Any two units of a digital system are designed independently, such as CPU and I/O 

interface. If the registers in the I/O interface share a common clock with CPU registers, 

then transfer between the two units is said to be synchronous.  
 

Asynchronous Serial Transfer: A serial asynchronous data transmission technique used in 

many interactive terminals employs special bits that are inserted at both ends of the 

character code. With this technique, each character consists of three parts: a start bit, the 

character bits, and stop bits. The convention is that the transmitter rests at  the 1 -state when 

no characters are transmitted. The first bit, called the start bit, is always a 0 and is used to 

indicate the beginning of a character. The last bit called the stop bit is always a 1. 
 

An example of this format is shown below:  
 
 
 
 
 
 
 
 
 
 
 
 
 

A transmitted character can be detected by the receiver from knowledge of the transmission 

rules: 
 

1 . When a character is not being sent, the line is kept in the 1-state. 
 

2. The initiation of a character transmission is detected from the start bit, which is always 0. 
 
3. The character bits always follow the start bit. 
 
4. After the last bit of the character is transmitted, a stop bit is detected when the line returns 

to the 1-state for at least one bit time. 
 

Asynchronous way of data transfer can be achieved using two methods: 
 

1) Strobe control 
 
2) Handshaking 
 

Strobe Control Method: The Strobe Control method of asynchronous data transfer employs 

a single control line to time each transfer. This control line is also known as a strobe, and it 

may be achieved either by source or destination, depending on which initiate the transfer.   
 

Source initiated strobe: In the below block diagram, strobe is initiated by source, and as 

shown in the timing diagram, the source unit first places the data on the data bus.  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

After a brief delay, the source activates a strobe pulse. The information on the data bus and 

strobe control signal remains in the active state for a sufficient time to allow the destination 

unit to receive the data. The destination unit uses a falling edge of strobe control to 

transfer the contents of a data bus to one of its internal registers. The source removes the 

data from the data bus after it disables its strobe pulse. Thus, new valid data will be available 

only after the strobe is enabled again. 
 

Example: The strobe may be a memory-write control signal from the CPU to a memory unit. 
 

Destination initiated strobe: In the below block diagram, the strobe initiated by destination, 

and in the timing diagram, the destination unit first activates the strobe pulse, informing the 

source to provide the data.  



 

 

 

The falling edge of the strobe pulse can use again to trigger a destination register. The 

destination unit then disables the strobe. Finally, and source removes the data from the data 

bus after a determined time interval. 
 

Example: the strobe may be a memory read control from the memory unit to CPU.  
 

Handshaking Method: The strobe method has the disadvantage that the source unit that 

initiates the transfer has no way of knowing whether the destination has received the data that 

was placed in the bus. Similarly, a destination unit that initiates the transfer has no way of 

knowing whether the source unit has placed data on the bus. 
 

So this problem is solved by the handshaking method. The handshaking method introduces a 

second control signal line. 
 

In this method, one control line is in the same direction as the data flow in the bus from the 

source to the destination. The source unit uses it to inform the destination unit whether there 

are valid data in the bus. 
 

The other control line is in the other direction from the destination to the source. This is 

because the destination unit uses it to inform the source whether it can accept data. And in it 

also, the sequence of control depends on the unit that initiates the transfer. So it means the 

sequence of control depends on whether the transfer is initiated by source and destination. 
 

Source initiated handshaking: In the below block diagram, two handshaking lines are "data 

valid", which is generated by the source unit, and "data accepted", generated by the 

destination unit. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The timing diagram shows the timing relationship of the exchange of signals between the two 

units. The source initiates a transfer by placing data on the bus and enabling its data valid 

signal. The destination unit then activates the data accepted signal after it accepts the data 

from the bus. 
 

The source unit then disables its valid data signal, which invalidates the data on the bus. After 

this, the destination unit disables its data accepted signal, and the system goes into its initial 

state. The source unit does not send the next data item until after the destination unit shows  



 

readiness to accept new data by disabling the data accepted signal. This sequence of events 

described in its sequence diagram, which shows the above sequence in which the system is 

present at any given time. 
 

Destination initiated handshaking: In the below block diagram, the two handshaking 

lines are "data valid", generated by the source unit, and "ready for data" generated by the 

destination unit. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

I/O Transfers: 
 

Binary information received from an external device is usually stored in memory for later 

processing. Information transferred from the central computer into an external device 

originates in the memory unit. The CPU merely executes the I/0 instructions and may accept 

the data temporarily, but the ultimate source or destination is the memory unit. Data transfer 

between the central computer and I/0 devices may be handled in a variety of modes. Some 

modes use the CPU as an intermediate path; others transfer the data directly to and from the 

memory unit. Data transfer to and from peripherals may be handled in one of three possible 

modes: 
 

1) Program Controlled I/O  
2) Interrupt-initiated I/0  
3) Direct memory access (DMA)  
1. Program Controlled I/O: Programmed I/0 operations are the result of I/0 instructions 

written in the computer program. CPU executes a program that transfers data between 

I/O device and memory. Each data item transfer is initiated by an instruction in the 

program. Usually, the transfer is to and from a CPU register and peripheral. Other 
 



 

instructions are needed to transfer the data to and from CPU and memory. Transferring 

data under program control requires constant monitoring of the peripheral by the CPU. 

Once a data transfer is initiated, the CPU is required to monitor the interface to see when 

a transfer can again be made. In the programmed I/0 method, the CPU stays in a program 

loop until the I/0 unit indicates that it is ready for data transfer. This is a time-consuming 

process since it keeps the processor busy needlessly. 
 

Example of Programmed I/0: 
 

In the programmed I/0 method, the I/0 device does not have direct access to memory. A transfer 

from an I/0 device to memory requires the execution of several instructions by the CPU, 

including an input instruction to transfer the data from the device to the CPU and a store 

instruction to transfer the data from the CPU to memory. Other instructions may be needed to 

verify that the data are available from the device and to count the numbers of words transferred. 
 

An example of data transfer from an I/O device through an interface into the CPU is shown in   
Fig below:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The device transfers bytes of data one at a time as they are available. When a byte of data is 

available, the device places it in the I/O bus and enables its data valid line. The interface 

accepts the byte into its data register and enables the data accepted line. The interface sets a 

bit in the status register that we will refer to as an F or "flag" bit. The device can now disable 

the data valid line, but it will not transfer another byte until the data accepted line is disabled 

by the interface. 
 

A program is written for the computer to check the flag in the status register to determine if a 

byte has been placed in the data register by the VO device. This is done by reading the status 

register into a CPU register and checking the value of the flag bit. If the flag is equal to 1, the 

CPU reads the data from the data register. The flag bit is then cleared to 0 by either the CPU 

or the interface, depending on how the interface circuits are designed. Once the flag is 

cleared, the interface disables the data accepted line and the device can then transfer the next 

data byte. A flowchart of the program that must be written for the CPU is shown in Fig 

below. It is assumed that the device is sending a sequence of bytes that must be stored in 

memory. The transfer of each byte requires three instructions:  
 

1 Read the status register.  



 

2. Check the status of the flag bit and branch to step 1 if not set or to step 3 if set.  
 
3. Read the data register.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Each byte is read into a CPU register and then transferred to memory with a store instruction. 

A common I/O programming task is to transfer a block of words from an I/O device and store 

them in a memory buffer. The programmed VO method is particularly useful in small low-

speed computers or in systems that are dedicated to monitor a device continuously. 
 

2) INTERRUPT DRIVEN I/O: 

1) In interrupt driven I/O, the transfer is not initiated by the processor.  
2) Instead, an I/O device which wants to perform a data transfer with the 

processor, must give an interrupt to the processor.  
3) An interrupt is a condition that makes the processor execute an ISR (Interrupt 
Service Routine).  
4) In the ISR, processor will perform data Transfer with the I/O device.  
5) This relieves the processor from periodically checking the status of every I/O 
device thereby saves as  
lot of time of the processor.  
6) The processor is free to carry on its own operations. 
7) Whenever a device wants to transfer data, it will interrupt the processor.  
8) This is how many I/O devices Transfer data with the processor.  



 

9) E.g.:: Keyboard. Instead of the processor checking all the time, whether a key is 
pressed, the  
keyboard interrupts the processor as an when we press a key. In the ISR of the 
keyboard, which is a  
part of the keyboard driver software, the processor will read the data from the keyboard.  
10) Hence interrupt driven I/O is much better than Polled I/O (Programmed I/O). 

INTERRUPT HANDLING MECHANISM  
1) When an interrupt occurs, processor, firstly, finishes the current instruction.  
2) It then suspends the current program and executes an ISR.  
3) To do so, it Pushes the value of PC (address of next instruction), into the stack.  
4) Now it loads the ISR address into PC and proceeds to execute the ISR.  
5) At the end of the ISR, it POPs the return address from the stack and loads it back into PC. 

6) This is how the processor return to the very next instruction in the program.  



 

3) DMA BASED I/O 

DMA means transferring data directly between memory and I/O. 

DMA transfers are very fast as compared to Processor based transfers due to two reasons.  

1. They are hardware based so no time is wasted in fetching and decoding instructions.  
2. Transfers are directly between memory and I/O without data going via the 
Processor. To Perform a DMA transfer we need a DMA Controller like 8237/ 8257.  
It is capable of taking control of the buses from the Processor. 

The process is performed as follows. 

1) By Default Processor is the bus master.  
2) The DMA transfer parameters first initialized by the processor.  
3) Processor programs two registers inside the DMAC called CAR and CWCR giving 
the starting  
address and the number of bytes to be transferred.  
4) DMAC now ensures that the I/O device is ready for the transfer by checking the DREQ 
signal.  
5) If DREQ=1, then DMAC gives HOLD signal to the Processor requesting control of the 

system bus. 

6) Processor releases control of the bus after finishing the current machine (bus) cycle. 

7) Processor gives HLDA informing DMAC that it is now the bus master.  
8) DMAC issues DACK# (by default active low, but can be changed) to I/O device 
indicating that the  
transfer is about to begin.  
9) Now DMAC transfers one byte in one cycle.  
10) After every byte is transferred the Address register and Count register are 

decremented by 1.  
11) This repeats till Count reaches “0” also called Terminal Count. 

12) Now the transfer is complete.  
13) DMAC returns the system bus to Processor by making HOLD = 0.  
14) Processor once again becomes bus master.  
Advantage of DMA 
DMA transfers are very fast.  
Drawback of DMA  
DMAC becomes the bus master. Hence during DMA cycles, the processor cannot perform 
any operations 

as the bus is already being used for DMA. The processor remains in HOLD state.  
 

Difference between Interrupt Request and DMA request  
When an interrupt occurs, the processor has to suspend the current program, execute the ISR 
and then  
return to the next instruction of the main program. Hence it is necessary that the processor 

completes the current instruction before servicing an interrupt request.  
When a DMA request occurs, the processor has to simply relinquish (give away) control of 
the system bus  
and enter hold state. When ever it gets back the bus it can resume from where it had left. Hence 

the processor need not finish the current instruction before servicing a DMA request. It simply 

has to finish the current machine cycle. Hence Instruction cycles are Interrupt 

Breakpoints and Machine cycles are DMA breakpoints.   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

TYPES / METHODS / TECHNIQUES OF DMA 
TRANSFERS There are four modes of data transfer:  
1) BLOCK TRANSFER MODE / BURST MODE.  
In this mode, the DMAC is programmed to transfer ALL THE BYTES in one complete 

DMA operation. After a byte is transferred, the CAR and CWCR are adjusted accordingly. 

The system bus is returned to the processor, ONLY after all the bytes are transferred. It 
is the fastest form of DMA but keeps the processor inactive for a long time.  
2) SINGLE BYTE TRANSFER MODE/ CYCLE STEALING.  
Once the DMAC becomes the bus master, it will transfer only ONE BYTE and return the bus 

to the processor. As soon as the processor performs one bus cycle, DMAC will once again 

take the bus back from the processor. Hence both DMAC and processor are constantly 

stealing bus cycles from each other. It is the most popular method of DMA, because it 

keeps the processor active in the background. After a byte is transferred, the CAR and 

CWCR are adjusted accordingly.  
3) DEMAND TRANSFER MODE.  
It is very similar to Block Transfer, except that the DREQ must remain active 

throughout the DMA operation. If during the operation DREQ goes low, the DMA 

operation is stopped and the busses are returned to the processor.  
In the meantime, the processor can continue with its own operations. Once DREQ goes 

high again, the DMA operation continues from where it had stopped. This means, the 

transfer happens on demand from the I/O device, hence the name.   
4) HIDDEN MODE / TRANSPARENT MODE.  



 

In this mode, once the processor programs all parameters inside the DMAC, the DMAC  
does not request the processor for the control of the bus. Instead, it observes the processor. It 

waits for the processor to enter idle state . Once the processor is idle, the DMAC will take  

control of the bus and perform the Transfer. So, the Transfer is totally transparent to the 

processor or hidden from the processor. Hence the name. 

 

Interrupts and Exceptions:  
Interrupt  
The term Interrupt is usually reserved for hardware interrupts. They are program control 

interruptions caused by external hardware events. Here, external means external to the CPU. 

Hardware interrupts usually come from many different sources such as timer chip, peripheral 

devices (keyboards, mouse, etc.), I/O ports (serial, parallel, etc.), disk drives, CMOS clock, 

expansion cards (sound card, video card, etc). That means hardware interrupts almost never 

occur due to some event related to the executing program.  
Example –  
An event like a key press on the keyboard by the user, or an internal hardware timer timing out 

can raise this kind of interrupt and can inform the CPU that a certain device needs some attention. 

In a situation like that the CPU will stop whatever it was doing (i.e. pauses the current program), 

provides the service required by the device and will get back to the normal program. When 

hardware interrupts occur and the CPU starts the ISR, other hardware interrupts are disabled (e.g. 

in 80×86 machines). If you need other hardware interrupts to occur while the ISR is running, you 

need to do that explicitly by clearing the interrupt flag (with sti instruction). In 80×86 machines, 

clearing the interrupt flag will only affect hardware interrupts. 

 

Exception  
Exception is a software interrupt, which can be identified as a special handler routine. An 
exception occurs due to an “exceptional” condition that occurs during program execution.  

 

Example –  
Division by zero, execution of an illegal opcode or memory related fault could cause 

exceptions. Whenever an exception is raised, the CPU temporarily suspends the program it 

was executing and starts the ISR. ISR will contain what to do with the exception. It may 

correct the problem or if it is not possible it may abort the program gracefully by printing a 

suitable error message. Although a specific instruction does not cause an exception, an 

exception will always be caused by an instruction. For example, the division by zero error can 

only occur during the execution of the division instruction.  

 

Exceptions and interrupts are unexpected events which will disrupt the normal flow of 

execution of instruction (that is currently executing by processor). An exception is an 

unexpected event from within the processor. Interrupt is an unexpected event from outside the 

processor. Whenever an exception or interrupt occurs, the hardware starts executing the code 

that performs an action in response to the exception. This action may involve killing a 

process, outputting an error message, communicating with an external device, or horribly 

crashing the entire computer system by initiating a “Blue Screen of Death” and halting the 

CPU. The instructions responsible for this action reside in the operating system kernel, and 

the code that performs this action is called the interrupt handler code. handler code is an 

operating system subroutine. Then, After the handler code is executed, it may be possible to 

continue execution after the instruction where the execution or interrupt occurred.   



 

Whenever an exception or interrupt occurs, execution transitions from user mode to kernel 
mode where the exception or interrupt is handled. The following steps must be taken to 

handle an exception or interrupts:  
While entering the kernel, the context (values of all CPU registers) of the currently executing 
process must first be saved to memory. The kernel is now ready to handle the 

exception/interrupt. 

1) Determine the cause of the exception/interrupt.  
2) Handle the exception/interrupt. 

When the exception/interrupt have been handled the kernel performs the following steps: 

 

1) Select a process to restore and resume. 

2) Restore the context of the selected process.  
3) Resume execution of the selected process.  

At any point in time, the values of all the registers in the CPU defines the context of the CPU.  

Another name used for CPU context is CPU state.  
Types of interrupts: 

 

1. VECTORED AND NON-VECTORED INTERRUPTS A 

key element in interrupt handling is the ISR address.  
If an interrupt has a fixed ISR address, it is called a Vectored interrupt. Such 
interrupts are executed faster as the ISR address is known to the processor.  
But such interrupts are rigid. Since they have a fixed ISR address they can serve only one 

device. They cannot accept interrupts from multiple devices. So they cannot expand the  

interrupt structure.  
E.g: NMI interrupt of 8086 (Has a fixed vector number i.e. 2)  
If an interrupt does not have a fixed ISR address, it is called a Non-Vectored interrupt. 
Such interrupts are executed slower. The ISR address is obtained from the interrupting 

device, usually an interrupt controller like 8259. But such interrupts are flexible. Since they 
don’t have a fixed ISR address they can accept interrupts from multiple devices. So they 

can be used to expand the interrupt structure.  
E.g: INTR interrupt of 8086 (Can service any vector number from 0… 255) 
 

2. MASKABLE AND NON MASKABLE INTERRUPTS 
 

Masking an interrupt means disabling it. A Maskable interrupt is an interrupt that can be 

disabled. If disabled, whenever this interrupt occurs, the processor will ignore it and simply 

continue the main program. Such interrupts are generally used to handle low priority, non-

critical events like keyboard presses which can be easily disabled (Keypad can be locked)  
 

E.g.:: INTR interrupt of 8086 (is disabled when Interrupt Flag is 0) 
 

A Non-Maskable interrupt is an interrupt that cannot be disabled. Whenever this interrupt 

occurs, the processor will have to service it. Such interrupts are generally used to handle high 

priority, critical events like over-heating of the mother board, power failure etc. 
 

E.g.:: NMI interrupt of 8086 (can never be disabled)  

 

3. SOFTWARE AND HARDWARE INTERRUPTS 
This is based on how the interrupt occurs.  
If an interrupt is caused by writing an instruction, it is called a software 

interrupt(Exception). Software interrupts are predictable events and are given by 

the programmer.  



 

E.g.:: INT n instruction of 8086 (n can be anything between 0… 255) 

If an interrupt is caused by a signal on an external pin, it is called a hardware interrupt. 

Hardware interrupts are un-predictable events and are given by external devices.  
E.g.:: NMI and INTR pins of 8086 
 

I/O Device Interfaces: 
 

Universal Serial Bus (USB): 
 

The Universal Serial Bus (USB) [1] is the most widely used interconnection standard. A large 

variety of devices are available with a USB connector, including mice, memory keys, disk 

drives, printers, cameras, and many more. The commercial success of the USB is due to its 

simplicity and low cost. The original USB specification supports two speeds of operation, 

called low-speed (1.5 Megabits/s) and full-speed (12 Megabits/s). Later, USB 2, called High-

Speed USB, was introduced. It enables data transfers at speeds up to 480 Megabits/s. As I/O 

devices continued to evolve with even higher speed requirements, USB 3 (called Superspeed) 

was developed. It supports data transfer rates up to 5 Gigabits/s.  
 

The USB has been designed to meet several key objectives:  
 

• Provide a simple, low-cost, and easy to use interconnection system 
 
• Accommodate a wide range of I/O devices and bit rates, including Internet connections, and 

audio and video applications 
 
• Enhance user convenience through a “plug-and-play” mode of operation 
 

Plug-and-Play 
 

When an I/O device is connected to a computer, the operating system needs some information 

about it. It needs to know what type of device it is so that it can use the appropriate device 

driver. It also needs to know the addresses of the registers in the device’s interface to be able 

to communicate with it. The USB standard defines both the USB hardware and the software 

that communicates with it. Its plug-and-play feature means that when a new device is 

connected, the system detects its existence automatically. The software determines the kind of 

device and how to communicate with it, as well as any special requirements it might have. As 

a result, the user simply plugs in a USB device and begins to use it, without having to get 

involved in any of these details. The USB is also hot-pluggable, which means a device can be 

plugged into or removed from a USB port while power is turned on. 
 

USB Architecture: 
 

The USB uses point-to-point connections and a serial transmission format. When multiple 

devices are connected, they are arranged in a tree structure as shown in Figure below:   



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Each node of the tree has a device called a hub, which acts as an intermediate transfer 
point between the host computer and the I/O devices. At the root of the tree, a root hub 

connects the entire tree to the host computer. The leaves of the tree are the I/O devices: a 
mouse, a keyboard, a printer, an Internet connection, a camera, or a speaker.   
If I/O devices are allowed to send messages at any time, two messages may reach the hub at the 

same time and interfere with each other. For this reason, the USB operates strictly on the basis of 

polling. A device may send a message only in response to a poll message from the host processor. 

Hence, no two devices can send messages at the same time. This restriction allows hubs to be 

simple, low-cost devices. Each device on the USB, whether it is a hub or an I/O device, is 

assigned a 7-bit address. The root hub of the USB, which is attached to the processor, appears as a 

single device. The host software communicates with individual devices by sending information to 

the root hub, which it forwards to the appropriate device in the USB tree.   
When a device is first connected to a hub, or when it is powered on, it has the address 0. 

Periodically, the host polls each hub to collect status information and learn about new devices 

that may have been added or disconnected. When the host is informed that a new device has 

been connected, it reads the information in a special memory in the device’s USB interface to 

learn about the device’s capabilities. It then assigns the device a unique USB address and 

writes that address in one of the device’s interface registers. It is this initial connection 

procedure that gives the USB its plug-and-play capability.  
Isochronous Traffic on USB  
An important feature of the USB is its ability to support the transfer of isochronous data in a 
simple manner. Isochronous data need to be transferred  
at precisely timed regular intervals. To accommodate this type of traffic, the root hub 

transmits a uniquely recognizable sequence of bits over the USB tree every millisecond. This 

sequence of bits, called a Start of Frame character, acts as a marker indicating the beginning 
of isochronous data, which are transmitted after this character. Thus, digitized audio and 

video signals can be transferred in a regular and precisely timed manner.   
Electrical Characteristics:  



 

USB connections consist of four wires, of which two carry power, +5 V and Ground, and two 

carry data. Thus, I/O devices that do not have large power requirements can be powered 
directly from the USB. This obviates the need for a separate power supply for simple devices 

such as a memory key or a mouse.  
Two methods are used to send data over a USB cable. When sending data at low speed, a 
high voltage relative to Ground is transmitted on one of the two data wires to represent a 0 

and on the other to represent a 1. The Ground wire carries the return current in both cases. 

Such a scheme in which a signal is injected on a wire relative to ground is referred to as 
single-ended transmission.  
The speed at which data can be sent on any cable is limited by the amount of electrical noise 

present. The term noise refers to any signal that interferes with the desired data signal and 

hence could cause errors. Single-ended transmission is highly susceptible to noise. The 

voltage on the ground wire is common to all the devices connected to the computer. Signals 

sent by one device can cause small variations in the voltage on the ground wire, and hence 

can interfere with signals sent by another device. Interference can also be caused by one wire 

picking up noise from nearby wires. The High-Speed USB uses an alternative arrangement 

known as differential signalling. The data signal is injected between two data wires twisted 

together. The ground wire is not involved. The receiver senses the voltage difference between 

the two signal wires directly,  
without reference to ground. This arrangement is very effective in reducing the noise seen by 

the receiver, because any noise injected on one of the two wires of the twisted pair is also 

injected on the other. Since the receiver is sensitive only to the voltage difference between the 

two wires, the noise component is cancelled out. The ground wire acts as a shield for the data 
on the twisted pair against interference from nearby wires. Differential signalling allows 

much lower voltages and much higher speeds to be used compared to single-ended signalling. 

 

SCSI Bus: 

 

The acronym SCSI stands for Small Computer System Interface. It refers to a standard bus 

defined by the American National Standards Institute (ANSI). The SCSI bus may be used to 
connect a variety of devices to a computer. It is particularly well-suited for use with disk 

drives. It is often found in installations such as institutional databases or email systems where 

many disks drives are used.  
In the original specifications of the SCSI standard, devices are connected to a computer via a 

50-wire cable, which can be up to 25 meters in length and can transfer data at rates of up to 5 

Megabytes/s. The standard has undergone many revisions, and its data transfer capability has 

increased rapidly. SCSI-2 and SCSI-3 have been defined, and each has several options. Data 

are transferred either 8 bits or 16 bits in parallel, using clock speeds of up to 80 MHz. There 

are also several options for the electrical signaling scheme used. The bus may use single-

ended transmission, where each signal uses one wire, with a common ground return for all 

signals. In another option, differential signaling is used, with a pair of wires for each signal. 

wires for each signal.  
Data Transfer  
Devices connected to the SCSI bus are not part of the address space of the processor in the same 

way as devices connected to the processor bus or to the PCI bus. A SCSI bus may be connected 

directly to the processor bus, or more likel y to another standard I/O bus such as PCI, through a 

SCSI controller. Data and commands are transferred in the form of multi-byte messages called 

packets. To send commands or data to a device, the processor assembles the information in the 

memory then instructs the SCSI controller to transfer it to the device.   



 

Similarly, when data are read from a device, the controller transfers the data to the 
memory and then informs the processor by raising an interrupt.   
To illustrate the operation of the SCSI bus, let us consider how it may be used with a disk 

drive. Communication with a disk drive differs substantially from communication with the 

main memory. Data are stored on a disk in blocks called sectors, where each sector may 

contain several hundred bytes. When a data file is written on a disk, it is not always stored in 

contiguous sectors. Some sectors may already contain previously stored information; others 

may be defective and must be skipped. Hence, a Read or Write request may result in 

accessing several disk sectors that are not necessarily contiguous. Because of the constraints 

of the mechanical motion of the disk, there is a long delay, on the order of several 

milliseconds, before reaching the first sector to or from which data are to be  
transferred. Then, a burst of data are transferred at high speed. Another delay may ensue to 

reach the next sector, followed by a burst of data. A single Read or Write request may involve 

several such bursts. The SCSI protocol is designed to facilitate this mode of operation. Let us 

examine a complete Read operation as an example. The following is a simplified high -level 

description, ignoring details and signaling conventions. Assume that the processor wishes to 

read a block of data from a disk drive and that these data are stored in two disk sectors that 

are not contiguous. The processor sends a command to the SCSI controller, which causes the 

following sequence of events to take place:  
1. The SCSI controller contends for control of the SCSI bus.  
2. When it wins the arbitration process, the SCSI controller sends a command to the disk 
controller, specifying the required Read operation.  
3. The disk controller cannot start to transfer data immediately. It must first move the read 

head of the disk to the required sector. Hence, it sends a message to the SCSI controller 
indicating that it will temporarily suspend the connection between them. The SCSI bus is now 

free to be used by other devices.  
4. The disk controller sends a command to the disk drive to move the read head to the first 

sector involved in the requested Read operation. It reads the data stored in that sector and 
stores them in a data buffer. When it is ready to begin transferring data, it requests control of 

the bus. After it wins arbitration, it re-establishes the connection with the SCSI controller, 

sends the contents of the data buffer, then suspends the connection again.  
5. The process is repeated to read and transfer the contents of the second disk sector.  
6. The SCSI controller transfers the requested data to the main memory and sends an 
interrupt to the processor indicating that the data are now available.  
This scenario shows that the messages exchanged over the SCSI bus are at a higher level than 
those exchanged over the processor bus. Messages refer to more complex operations that may 

require several steps to complete, depending on the device. Neither the processor nor the 

SCSI controller need be aware of the details of the disk’s operation and how it moves  
from one sector to the next. The SCSI bus standard defines a wide range of control messages that 

can be used to handle different types of I/O devices. Messages are also defined to deal with 

various error or failure conditions that might arise during device operation or data transfer.   



 

UNIT-5 
 

Pipelining and Parallel Processors 

 
 

 

Basic Concepts of Pipelining : 
 

Introduction: 
 

1. Pipelining is a technique of decomposing a sequential process into suboperations, with 
each subprocess being executed in a special dedicated segment that operates 

concurrently with all other segments.  
2. A pipeline can be visualized as a collection of processing segments through which 

binary information flows.  
3. Each segment performs partial processing dictated by the way the task is partitioned.  
4. The result obtained from the computation in each segment is transferred to the next 

segment in the pipeline. The final result is obtained after the data have passed through 

all segments.  
5. It is characteristic of pipelines that several computations can be in progress in distinct 

segments at the same time. The overlapping of computation is made possible by 

associating a register with each segment in the pipeline. The registers provide isolation 

between each segment so that each can operate on distinct data simultaneously. 
 

Pipeline organization is demonstrated by means of a simple example.  
 

Suppose that we want to perform the combined multiply and add operations with a stream of 
numbers. Ai* Bi + Ci for i = 1, 2, 3, . . . , 7 Each suboperation is to be implemented in a 

segment within a pipeline. Each segment has one or two registers and a combinational circuit 

as shown in Fig below: 
 

The suboperations performed in each segment of the pipeline are as follows: 
 

R 1 <--Ai, R2 <--Bi 
 

R3 <--R 1 * R2, R4 <--C, 
 

R5 <--R3 + R4 
 

 Input A, and B,
 Multiply and input C,
 Add C; to product 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Example of pipeline processing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table: Contents of Registers in pipeline 

 

The five registers are loaded with new data every clock pulse. The first clock pulse transfers 
A1 and B1 into R 1 and R2. The second dock pulse transfers the product of R 1 and R2 into   



 

R3 and C1 into R4. The same clock pulse transfers A2 and B2 into R 1 and R2. The third 

clock pulse operates on all three segments simultaneously. It places A, and B, into R1 and R2, 
transfers the product of R1 and R2 into R3, transfers C, into R4, and places the sum of R3 and 

R4 into RS. It takes three clock pulses to fill up the pipe and retrieve the first output from RS. 

From there on, each dock produces a new output and moves the data one step down the 

pipeline. This happens as long as new input data flow into the system. When no more input 

data are available, the clock must continue until the last output emerges out of the pipeline.  

 

Instruction Pipelining:  
Instruction Pipelining is an implementation technique in which multiple instructions are 

overlapped in execution. An instruction requires several steps which mainly involve 

fetching, decoding and execution.  
If these steps are performed one after the other, they will take a long time.   
As processors became faster, several of these steps started to get overlapped, resulting in 
faster processing. This is done by a mechanism called pipelining.  

 

2 STAGE PIPELINING - 8086  
Here the instruction process in divided into two stages of fetching and execution. Fetching of 
the next instruction takes place while the current instruction is being executed. Hence two 

instructions are being processed at any point of time.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3 STAGE PIPELINING –ARM 7  



 

Consider the case where a k-segment pipeline with a clock cycle time tp ,is used to execute n 
tasks. The first task T1 requires a time equal to Ktp, to complete its operation since there are k 

segments in the pipe. The remaining n - 1 tasks emerge from the pipe at the rate of one task 

per clock cycle and they will be completed after a time equal to (n - 1) tp . Therefore, to 
complete n tasks using a k-segment pipeline requires k + (n - 1) clock cycles. 
 

 

Next consider a non-pipeline unit that performs the same operation and  
takes a time equal to tn. to complete each task. The total time required for n tasks is ntn. The 
speedup of a pipeline processing over an equivalent non-pipeline processing is defined by the 

ratio  
 
 
 
 
 

 

ADVANTAGE OF PIPELINING  
The advantage of pipelining is that it increases the performance. As shown by the various 

examples above, deeper the pipelining, more is the level of parallelism, and hence the 
processor becomes much faster.  
DRAWBACKS/ HAZARDS OF PIPELINING  
There are various hazards of pipelining, which cause a dip in the performance of the processor. 

These hazards become even more prominent as the number of pipeline stages increase.  
They may occur 

due to the following reasons.  
1) DATA HAZARD/ DATA DEPENDENCY HAZARD   
Data Hazard is caused when the result (destination) of one instruction becomes the 

operand (source) of the next instruction. 

Consider two instructions I1 and I2 (I1 being the first).   
Assume I1: INC [4000H] 

Assume I2: MOV BL , [4000H] 

Clearly in I2, BL should get the incremented value of location [4000H].  
But this can only happen once I1 has completely finished execution and also written back the 
result at [4000H].  
In a multistage pipeline, I2 may reach execution stage before I1 has finished storing the result 

at location [4000H], and hence get a wrong value of data. 

This is called data dependency hazard.  
It is solved by inserting NOP (No operation) instructions between such data dependent 

instructions. 

 

Because of the data hazard, there will be a delay in the pipeline. The data hazards are 
basically of three types: 

 

1. RAW 
 

2. WAR 
 

3. WAW  



 

 

To understand these hazards, we will assume we have two instructions I1 and I2, in such a 

way that I2 follows : 

 

RAW: 

 

RAW hazard can be referred to as 'Read after Write'. It is also known as Flow/True data 

dependency. If the later instruction tries to read on operand before earlier instruction writes it, 

in this case, the RAW hazards will occur. The condition to detect the RAW hazard is when O n 

(Output of nth instruction) and In+1(Input of n+1
th

 instruction) both have a minimum one 

common operand. 

 

I1: add R1, R2, R3 

 

I2: sub R5, R1, R4 

 

WAR 

 

WAR can be referred to as 'Write after Read'. It is also known as Anti-Data dependency. If 

the later instruction tries to write an operand before the earlier instruction reads it, in this 

case, the WAR hazards will occur. The condition to detect the WAR hazard is when I  n and 

On+1 both have a minimum one common operand. 

 

add R1, R2, R3 

sub R2, R5, R4 
 

In a reasonable (in-order) pipeline, the WAR hazard is very uncommon or impossible. 

 

WAW 

 

WAW can be referred to as 'Write after Write'. It is also known as Output Data dependency. 

If the later instruction tries to write on operand before earlier instruction writes it, in this case, 

the WAW hazards will occur. The condition to detect the WAW hazard is when On and On+1 

both have a minimum one common operand. 

 

add R1, R2, R3  
sub R1, R2, R4 

 

2) CONTROL HAZARD/ CODE HAZARD  

Pipelining assumes that the program will always flow in a sequential manner.  
Hence, it performs various stages of the forthcoming instructions before-hand, while the 

current instruction is still being executed. While programs are sequential most of the times, it 
is not true always.  
Sometimes, branches do occur in programs.  



 

In such an event, all the forthcoming instructions that have been fetched/ decoded etc have to 

be flushed/ discarded, and the process has to start all over again, from the branch address. 
This causes pipeline bubbles, which simply means time of the processor is wasted. Consider 

the following set of instructions:  
Start:  
JMP Down 

INC BL  
MOV CL, DL 

ADD AL, BL 

…  
… 

… 

Down: DEC CH  
JMP Down is a branch instruction.  
After this instruction, program should jump to the location “Down” and continue with DEC 
CH  
instruction.  
But, in a multistage pipeline processor, the sequentially next instructions after JMP Down 

have already been fetched and decoded. These instructions will now have to be discarded and 

fetching will begin all over again from DEC CH. This will keep several units of the 

architecture idle for some time. This is called a pipeline bubble. The problem of branching 

is solved in higher processors by a method called “Branch Prediction Algorithm”. It was 

introduced by Pentium processor. It relies on the previous history of the instruction as most 

programs are repetitive in nature. It then makes a prediction whether branch will be taken 

or not and hence puts the correct instructions in the pipelines.  

 

3) STRUCTURAL HAZARD  
Structural hazards are caused by physical constraints in the architecture like the buses. 

Even in the most basic form of pipelining, we want to execute one instruction and fetch the 

next one. Now as long as execution only involves registers, pipelining is possible. But if 

execution requires to read/ write data from the memory, then it will make use of the 

buses, which means fetching cannot take place at the same time. So the fetching unit will 

have to wait and hence a pipeline bubble is caused. This problem is solved in complex 

Harvard architecture processors, which use separate memories and separate buses for 

programs and data. This means fetching and execution can actually happen at the same time 

without any interference with each other.  
E.g.: PIC 18 Microcontroller. 
 

 

Introduction to Parallel Processors: 

 

 A multiprocessor system is an interconnection of two or more CPUs with memory and 

input-output equipment. The term "processor" In multiprocessor can mean either a 

central processing unit (CPU) or an input-output processor (lOP).


 However, a system with a single CPU and one or more lOPs is usually not included in 

the definition of a multiprocessor system unless the lOP has computational facilities 

comparable to a CPU.


 Multiprocessors are classified as multiple instruction stream, multiple data stream 

(MIMD) systems. 



 

 

 A multiprocessor system is controlled by one operating system that provides 

interaction between processors and all the components of the system cooperate in the 

solution of a problem.


 The fact that microprocessors take very little physical space and are very 

inexpensive brings about the feasibility of interconnecting a large number of 

microprocessors into one composite system.


 Very-large-scale integrated circuit technology has reduced the cost of computer 

components to such a low level that the concept of applying multiple processors to 

meet system performance requirements has become an attractive design possibility. 


 Multiprocessing improves the reliability of the system so that a failure or error in 

one part has a limited effect on the rest of the system. If a fault causes one processor 

to fail, a second processor can be assigned to perform the functions of the disabled 

processor. The system as a whole can continue to function correctly with perhaps 

some loss in efficiency.


 A multiprocessor system derives its high performance from the fact that computations 
can proceed in parallel in one of two ways.
1. Multiple independent jobs can be made to operate in parallel.  
2. A single job can be partitioned into multiple parallel tasks. 

 
 An overall function can be partitioned into a number of tasks that each processor can 

handle individually. System tasks may be allocated to special purpose processors 

whose design is optimized to perform certain types of processing efficiently.


 Example is a computer where one processor performs highspeed floating-point 
mathematical computations and another takes care of routine data-processing tasks.

 Multiprocessors are classified by the way their memory is organized.
1. A multiprocessor system with common shared memory is classified as a 

shared memory or tightly coupled multiprocessor. This does not preclude each 

processor from having its own local memory. In fact, most commercial tightly 

coupled multiprocessors provide a cache memory with each CPU. In 

addition, there is a global common memory that all CPUs can access. 

Information can therefore be shared among the CPUs by placing it in the 

common global memory.  
2. An alternative model of microprocessor is the distributed-memory or loosely 

coupled system. Each processor element in a loosely coupled system has its 

own private local memory. The processors are tied together by a switching 

scheme designed to route information from one processor to another through a 

message- passing scheme. The processors relay program and data to other 

processors in packets. A packet consists of an address, the data content, and 

some error detection code. The packets are addressed to a specific processor or 

taken by the first available processor, depending on the communication system 

used. 
 
 
 

Shared Memory Multiprocessors: 

 

 A multiprocessor system consists of a number of processors capable of 
simultaneously executing independent tasks. A task may encompass a few 



 

instructions for one pass through a loop, or thousands of instructions executed in a 
subroutine.  

 In a shared-memory multiprocessor, all processors have access to the same 

memory. Tasks running in different processors can access shared variables in the 

memory using the same addresses. The size of the shared memory is likely to be 
large.

 Implementing a large memory in a single module would create a bottleneck when 

many processors make requests to access the memory simultaneously. This 

problem is alleviated by distributing the memory across multiple modules so that 

simultaneous requests from different processors are more likely to access different 

memory modules, depending on the addresses of those requests.
 An interconnection network enables any processor to access any module that 

is a part of the shared memory. When memory modules are kept physically 
separate from the processors, all requests to access memory must pass through the 
network. Below Figure shows such an arrangement.

 A system which has the same network latency for all accesses from the 

processors to the memory modules is called a Uniform Memory Access  
(UMA) multiprocessor. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: A UMA multiprocessor.  
 For better performance, it is desirable to place a memory module close to each 

processor. The result is a collection of nodes, each consisting of a processor and a  

memory module. The nodes are then connected to the network, as shown in Figure 
below: 



 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: A NUMA multiprocessor. 

 

 The network latency is avoided when a processor makes a request to access its 
local memory. However, a request to access a remote memory module must pass 
through the network. Because of the difference in latencies for accessing local 

and remote portions of the shared memory, systems of this type are called 
Non-Uniform Memory Access (NUMA) multiprocessors.



Interconnection Networks:
 The interconnection network must allow information transfer between any pair of 

nodes in the system. The network may also be used to broadcast information from 
one node to many other nodes. The traffic in the network consists of requests 
(such as read and write)
and data transfers.

 The suitability of a particular network is judged in terms of cost, bandwidth, 

effective throughput, and ease of implementation. The term bandwidth refers 

to the capacity of a transmission link to transfer data and is expressed in bits 
or bytes per second. The effective throughput is the actual rate of data transfer.
This rate is less than the available bandwidth because a given link must also 

carry control information that coordinates the transfer of data.
 Information transfer through the network usually takes place in the form of 

packets of fixed length and specified format. For example, a read request is likely 

to be a single packet sent from a processor to a memory module. The packet contains 

the node identifiers for the source and destination, the address of the location to be 

read, and a command field that indicates what type of read operation is required. A 

write request that writes one word in a memory module is also likely to be a single 

packet that includes the data to be written. On the other hand, a read response may 

involve an entire cache block requiring several packets for the data transfer.
 Ideally, a complete packet would be handled in parallel in one clock cycle at 

any node or switch in the network. This implies having wide links, comprising 

many wires. However, to reduce cost and complexity, the links are often 

considerably narrower. In such cases, a packet must be divided into smaller 

pieces, each of which can be transmitted in one clock cycle.
 The following are few of the interconnection networks that are commonly used in 

multiprocessors:



Bus:
A bus is a set of lines (wires) that provide a single shared path for information 
transfer. Buses are most commonly used in UMA multiprocessors to connect a 



 

 

 

 

MID EXAM QUESTION PAPER THEORY AND QUIZ 

 

MID-1 

SET-1 

1) Explain about Register Transfer Language? 

2) Explain about the bus and memory transfer? 

3) Explain about Micro programmed control unit with example? 

4) Explain about General Register Organization? 

5) Explain about the different Data types? 

6) Define complement? Give various examples? 

SET-II 

1) Explain about the Arithmetic Micro operations? 

2) Explain about Logic micro operations? 

3) Define Interrupt and types of interrupts? 

4) Explain Design of control unit? 

5) Explain the number systems? With example? 

6) Describe the different various complements? 

 

SET-III 

1) Define Arithmetic Logic and shift Unit With neat Diagram? 

2) Explain about Address Sequencing with neat diagram? 

3) Write the different types of addressing modes? 

4) A) Explain the data transfer and manipulation? 

5) Explain binary,decimal,octal and hexadecimal conversions?  

6) Explain 1’s , 2’s and  9’s complements with example? 

 
 
 
 

COA  OBJECTIVES 

 

UNIT-I: 

MCQ’s: 

1. Which memory device is generally made of semiconductors? 

a) RAM 

b) Hard-disk 

c) Floppy disk 

d) Cd disk 

2. What characteristic of RAM memory makes it not suitable for permanent storage? 

a) Too slow 

b) Unreliable 

c) It is volatile 

d) Too bulky 



 

3. The circuit used to store one bit of data is known as? 

a) Register 

b) Encoder 

c) Decoder 

d) Flip flop 

4. Which of the following is lowest in memory hierarchy? 

a) Cache memory 

b) Secondary memory 

c) Registers 

d) RAM 

5. Von-Neumann architecture is? 

a) SISD 

b) SIMD 

c) MIMD 

d) MISD 

6. Cache memory acts as an interface between? 

a) CPU and RAM 

b) RAM and ROM 

c) CPU and HARD DISK 

d) None 

7. A binary digit is called a ___ 

a) Bit 

b) Byte 

c) Number 

d) Character 

8. What can be used to store one or more bits of data, which can accept and/or transfer 

information serially ? 

a) Parallel Registers 

b) Shift Registers 

c) Counters 

d) None 

9. A group of bits that tell the computer to perform a specific operation is known as____ 

a) Instruction code 

b)  Micro operation 

c) Accumulator 

d) Register 

10. The BOOT sector files of the system are stored in _____ 

a) Hard disk 

b) ROM 

c) RAM 

d) Fast solid state chips in the motherboard 

Fill in the blanks: 

1. ANSI stands for __________ 

2. RTL stands for________________ 



 

3. The two phases of executing an instruction are __________,___________. 

4. The ALU gives the output of the operations and the output is stored in the ________ 

5. There are ___________types of micro operations. 

6. Which micro operations carry information from one register to another______________ 

7. Operation of memory transfer are:_____________,______________. 

8. Which operation is extremely useful in serial transfer of data:______________. 

9. SDRAM stands for__________________________________. 

10. which shift is used for signed binary number:____________ 

 

Answers: 

Unit-I 

MCQ’S: 

1.A 

2.C 

3.D 

4.B 

5.A 

6.A 

7.A 

8.B 

9.A 

10.B 

 

FILL IN THE BLANKS: 

1.American National Standard Institute 

2.Register Transfer Language 

3.Fetch and Execute 

4.Register 

5. Four 

6.Register Transfer 

7.Read,Write 

8.Shift Micro operation 

9.Synchronous Dynamic Random Access Memory 

10.Arithmetic Shift 

 

UNIT-II: 

MCQ’s: 

1. A stack organized computer uses instruction of? 

a) Indirect addressing 

b) Two-addressing 

c) Zero-addressing 

d) Index addressing 

2. Logic gate with a set of input and outputs is arrangement of? 

a) Combinational circuit 



 

b) Logic Circuit 

c)  Design Circuit 

d) None 

3. A micro program sequencer___ 

a) Generates the address of next micro instruction to be executed 

b) Generate the control signals to execute a micro instruction 

c) Enables the efficient handling of a micro program sub routine. 

d)  None 

4. In the case of, Zero-address instruction method the operands are stored in _____ 

a) Registers 

b) Accumulators 

c) Push down stack 

d) Cache 

5. The addressing mode, where you directly specify the operand value is _______ 

a) Immediate 

b) Direct 

c) Definite 

d) Relative 

6. A word whose individual bits represent a control signal is ______ 

a) Command word 

b) Control word 

c) Co-ordination word 

d) Generation word 

7.  ________ are the different type/s of generating control signals. 

a) Micro-programmed 

b) Hardwired 

c) Micro-instruction 

d) Both Micro-programmed and Hardwired 

8. What does the hardwired control generator consist of? 

a) Decoder/encoder 

b) Condition codes 

c) Control step counter 

d) All of the mentioned 

9. The disadvantage/s of the hardwired approach is ________ 

a) It is less flexible 

b) It cannot be used for complex instructions 

c) It is costly 

d) less flexible & cannot be used for complex instructions 

10. While using the iterative construct (Branching) in execution ____ instruction is used to 

check the condition. 

a) Test And Set 

b) Branch 

c) Test Condition 

d) None of the mentioned 



 

Fill in the blanks: 

 

1. MIMD stands for ___________________. 

2. Microinstruction are stored in control memory groups with each group specifying 

a______. 

3. An address in main memory is called ______________. 

4. The instruction which copy information from one location to another either in the 

processor internal register set or in the external main memory  are called______ 

5.  >> operator is used to denote _________ 

6.  The register that includes the address of the memory unit is termed as the ____ 

7. The register for the program counter is signified as_____ 

8. An instruction is guided by_____ to perform work according. 

9. Two important fields of an instruction are:_____________,___________ 

10. ______is the sequence of operations performed by CPU in processing an instruction. 

Answers: 

MCQ’S: 

1. C 

2. A 

3. A 

4. C 

5. A 

6. B 

7. D 

8. D 

9. D 

10. B 

 

Fill in the blanks: 

 

1.Multiple Instruction  Multiple Data  

2. Routine  

3. Physical Address 

4. Data transfer Instruction 

5. Right shift 

6. MAR 

7. PC 

8. CPU 

9. Opcode , operand 

10. Instruction Cycle 

 

UNIT-III: 

MCQ’s 

1. A floating point number that has a 0 in the MSB of Mantissa is said to have? 

a) Overflow 

b) Underflow 

c) Important number 



 

d) Undefined 

2.  Floating point representation is used to store____ 

     a) Boolean values 

     b) Whole numbers 

     c) Real integers 

     d) Integers 

3.  The sign followed by the string of digits is called as ______ 

a) Significant 

b) Determinant 

c) Mantissa 

d) Exponent 

4. In 32 bit representation the scale factor as a range of ________ 

a) -128 to 127 

b) -256 to 255 

c) 0 to 255 

d) None of the mentioned 

5. What is the 1’s complement of 11010? 

a) 11010 

b) 11011 

c) 00110 

d) 00101 

Fill in the blanks: 

1.In IEEE 32-bit representations, the mantissa of the fraction is said to occupy ______ bits. 

2.  The 32 bit representation of the decimal number is called as _____ 

3. In double precision format, the size of the mantissa is ______ 

4. 1's Complement of 1010110_________________ 

5. How many bits of  ASCII code is___. 

 

Answers: 

MCQ’S: 

1. B 

2. C 

3. C 

4. A 

5. D 

FILL IN THE BLANKS: 

1. 23 bits 

2. Single Precision 

3. 52 bits 

4. 0101001 

5. 7 bits 

 

 

  



 

MID-II 
SET 1: 

1. Explain about Binary Addition and Subtraction. 

2. Explain about Multiplication Algorithm.  

3. Explain about Modes of transfer. 

4. Explain about Asynchronous Data Transfer.  

5. Explain about RISC and CISC Characteristics.  

6. Explain about Pipelining. 

SET 2: 

1. Explain about Binary Division Algorithm.  

2. Explain about Decimal Arithmetic Unit.  

3. Explain about Direct Memory Access.  

4. Explain about Memory Hierarchy.  

5. Explain about Arithmetic Pipeline. 

6. Explain about Vector Processor. 

SET 3: 

1. Explain about Decimal Arithmetic Unit . 

2. Explain about Floating point Arithmetic Operations. 

3. Explain about Modes of Transfer.  

4. Explain about types of memory unit. 

5. Explain about CISC and RISC Characteristics.  

6. Explain about Arithmetic Pipeline. 

Unit-3: 

MCQ's 
1. What is the addition of the binary numbers 11011011010 and 010100101?  [  ] 

a) 0111001000 

b) 1100110110 

c) 11110110011 

d) 10011010011 

2. Perform binary subtraction: 101111 – 010101 = ?      [  ] 

a) 100100 

b) 010101 

c) 011010 

d) 011001 

3. The addition 1+1 gives 0 as a result.       [  ] 

a) True 

b) False 

4. Which of the following is often called the double precision format?   [  ] 

a) 64-bit 

b) 8-bit 

c) 32-bit 

d) 128-bit 

5.  Divide the binary numbers: 111101 ÷ 1001 and find the remainder   [  ] 

a) 0010 

b) 1010 



 

c) 1100 

d) 0011 

Fill in the Blanks: 

1. The decimal number 10 is represented in its BCD form as __________(00010000) 

2. The sign followed by the string of digits is called as ______(mantissa) 

 

3. If (101.01)2=(x)10, then the value of x is ___________(5.25) 

4. _________ algorithm is used for binary multiplication(Booths) 

5. The full of BCD is______________(Binary code decimal)- 

Unit -4: 

MCQ's 

1. The input and output operations are respectively similar to the operations  [  ] 

a) read, read 

b) write, write 

c) read, write 

d) write, read 

2. The device that enables the microprocessor to read data from the external devices is [  ] 

a) printer 

b) joystick 

c) display 

d) reader 

3. The DMA transfers are performed by a control circuit called as __________  [  ] 

a) Device interface 

b) DMA controller 

c) Data controller 

d) Overlooker 

4. After the completion of the DMA transfer, the processor is notified by __________ [  ] 

a) Acknowledge signal 

b) Interrupt signal 

c) WMFC signal 

d) None of the mentioned 

5. The interrupt-request line is a part of the ___________     [  ] 

a) Data line 

b) Control line 

c) Address line 

d) None of the mentioned 

6. The signal sent to the device from the processor to the device after receiving an interrupt is 

___________           [  ] 

a) Interrupt-acknowledge 

b) Return signal 

c) Service signal 

d) Permission signal 

7. Interrupts form an important part of _____ systems.     [  ] 

a) Batch processing 



 

b) Multitasking 

c) Real-time processing 

d) Multi-user 

8. The transmission on the asynchronous BUS is also called _____    [  ] 

a) Switch mode transmission 

b) Variable transfer 

c) Bulk transfer 

d) Hand-Shake transmission 

9. The drawback of building a large memory with DRAM is ______________  [  ] 

a) The large cost factor 

b) The inefficient memory organisation 

c) The Slow speed of operation 

d) All of the mentioned 

10. To overcome the slow operating speeds of the secondary memory we make use of faster flash 

drives.           [  ] 

a) True 

b) False 

 

 

Fill in the blanks: 

1. The fastest data access is provided using _______(Registers) 

 

2. The last on the hierarchy scale of memory devices is ______(Secondary memory) 

 

 3. Magnetic tape is a type of _________ access device.(Sequential) 

4. The high speed memory between the main memory and the CPU called________(cache 

memory) 

5.In ____________ mapping, the data can be mapped anywhere in the Cache 

Memory.(Assosiative) 

 

6. The process wherein the processor constantly checks the status flags is called as 

__(Polling) 

7. The cache hit ratio is____________(No.of cache hits/no.of cache hits+no cache misses) 

8. MRDC stands for. ____________(Memory read Enableb) 

9.Asynchronous data transfer methods are_________ ,__________(strobe control, Handshake  

10.The memory unit that communicates directly with the CPU is called as ________(Primary 

memory) 

Unit-5: 

MCQ’s: 

1.A bus scores over a multistage switching network in which of the following aspects? [  ]  

a. Reliability 

b. Speed  

c. Scalability  

d. Cost of performing a broadcast 



 

2.  Which one of the following best describes the organization of a symmetric multiple 

processor?          [   ] 

a. Single instruction, single data stream 

b. Single instruction , multiple data stream 

c. Multiple instruction , single data stream 

d. Multiple instruction , multiple data stream 

3. Which one of the following interconnection networks requires maximum number of switches?  

[  ] 

a. Crossbar 

b. Hypercube 

c. Omega 

d. Any multistage network 

4. The sun Microsystems processors usually follow _____ architecture   [  ] 

a. CISC 

b. ISA 

c. ULTRA SPARC 

d. RISC 

5. The contention for the usage of a hardware device is called ______   [  ] 

a) Structural hazard 

b) Stalk 

c) Deadlock 

d) None of the mentioned 

6. The situation wherein the data of operands are not available is called ______  [  ] 

a) Data hazard 

b) Stock 

c) Deadlock 

d) Structural hazard 

7. Which of the following architecture is/are not suitable for realizing SIMD ?  

 [  ] 

a. Vector processor 

b. Array processor 

c. Von Neumann 

d. all of the above 

8. A microprogram sequencer         [  ] 

a. generates the address of next micro instruction to be executed. 

b. generates the control signals to execute a microinstruction. 

c. sequentially averages all microinstructions in the control memory 

d. enables the efficient handling of a micro program subroutine. 

9. The instructions which copy information from one location to another either in the processor’s 

internal register set or in the external main memory are called    

 [  ] 

a. Data transfer instructions 

b. Program control instructions 

c. Input-output instructions 



 

d. Logical instructions 

10. What is Inter process communication?       [  ] 

a) allows processes to communicate and synchronize their actions when using the same address 

space 

b) allows processes to communicate and synchronize their actions without using the same 

address space 

c) allows the processes to only synchronize their actions without communication 

d) none of the mentioned 

Fill in the blanks: 

1.The ___________architecture is power efficient.(RISC) 

2. The pipelining process is also called as____________(Assembly line operation) 

3.  The number successful accesses to memory stated as a fraction is called as _____(hit 

rate) 

4. The inconsistency in cache memory is called as___________(coherence) 

5. While using the direct mapping technique, in a 16 bit system the higher order 5 bits are 

used for ________(Tag) 

6. A __________ is a interconnection of two or more CPU's with memory and input output 

unit.(Multi processor) 

7. In arithmetic pipeline supports ____________ operations.(Floating point) 

8. ___________ is  the organization of a single computer containing multiple processors 

operating in parallel.(Input,output) 

9. A group of signals used to transmit data in parallel from one part of 

computer to another is____________( data path) 

10. Memory Buffer Register (MBR) is connected to ___.(data bus) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

UNIVERSITY QUESTION PAPERS OF PREVIOUS YEAR 

 

  



 

 

 

  



 

 

                UNIT WISE QUIZ QUESTIONS  WITH  BLOOMS MAPPING                                                            

Unit I: Digital Computers and Micro operations 

1. Which component of a digital computer performs arithmetic and logic operations?  

o A) Control Unit 

o B) Memory Unit 

o C) Arithmetic Logic Unit (ALU) 

o D) Input/Output Unit 

o Answer: C) Arithmetic Logic Unit (ALU) 

o Bloom's Level: Remembering 

2. In the instruction cycle, which phase involves decoding the fetched instruction?  
o A) Fetch 

o B) Decode 

o C) Execute 

o D) Store 

o Answer: B) Decode 

o Bloom's Level: Understanding 

3. What role does the Program Counter (PC) serve in a computer system? 
o A) Stores the current instruction being executed 

o B) Holds the address of the next instruction to be executed 

o C) Performs arithmetic operations 

o D) Manages input/output operations 

o Answer: B) Holds the address of the next instruction to be executed 

o Bloom's Level: Understanding 

4. Which microoperation shifts all bits in a register to the left, filling the least 

significant bit (LSB) with zero? 

o A) Logical Shift Left 

o B) Logical Shift Right 

o C) Arithmetic Shift Left 

o D) Rotate Left 

o Answer: A) Logical Shift Left 

o Bloom's Level: Applying 

5. In a bus system, what is the primary function of control lines?  
o A) Transfer data between components 

o B) Select the source or destination of data 

o C) Synchronize operations and manage control signals 

o D) Provide power to the components 

o Answer: C) Synchronize operations and manage control signals 

o Bloom's Level: Understanding 

Unit II: Microprogrammed Control and CPU Organization 

1. What is stored in the control memory of a microprogrammed control unit?  

o A) User programs 

o B) Microinstructions 

o C) Machine language instructions 

o D) Data operands 



 

o Answer: B) Microinstructions 

o Bloom's Level: Remembering 

2. Which addressing mode includes a constant value as an operand within the 

instruction itself? 
o A) Direct Addressing 

o B) Indirect Addressing 

o C) Immediate Addressing 

o D) Register Addressing 

o Answer: C) Immediate Addressing 

o Bloom's Level: Understanding 

3. In a general register organization, what is the primary function of the accumulator? 

o A) Stores the address of the next instruction 

o B) Holds intermediate arithmetic and logic results 

o C) Manages input/output operations 

o D) Controls the sequence of operations 

o Answer: B) Holds intermediate arithmetic and logic results 

o Bloom's Level: Understanding 

4. In microprogrammed control, what determines the sequence of micro-operations? 
o A) Instruction Register 

o B) Program Counter 

o C) Microprogram Counter 

o D) Stack Pointer 

o Answer: C) Microprogram Counter 

o Bloom's Level: Understanding 

5. Which of the following is a characteristic of RISC (Reduced Instruction Set 

Computer) architecture? 

o A) Complex instructions performing multiple operations 

o B) Large number of addressing modes 

o C) Fixed-length, simple instructions 

o D) Microprogrammed control unit 

o Answer: C) Fixed-length, simple instructions 

o Bloom's Level: Understanding 

Unit III: Data Representation and Computer Arithmetic  

1. Which number representation is most commonly used for signed integers in 

computers? 
o A) Sign-Magnitude 

o B) One's Complement 

o C) Two's Complement 

o D) Excess-127 

o Answer: C) Two's Complement 

o Bloom's Level: Remembering 

2. In floating-point representation, what does the exponent part signify?  

o A) Precision of the number 

o B) Sign of the number 

o C) Scale or magnitude of the number 

o D) Fractional part of the number 

o Answer: C) Scale or magnitude of the number 

o Bloom's Level: Understanding 

3. Which algorithm is commonly used for multiplying two binary numbers? 



 

o A) Booth's Algorithm 

o B) Euclidean Algorithm 

o C) Dijkstra's Algorithm 

o D) Kruskal's Algorithm 

o Answer: A) Booth's Algorithm 

o Bloom's Level: Remembering 

4. What is the result of adding the binary numbers 1011 and 1101? 
o A) 10100 

o B) 10110 

o C) 11000 

o D) 11110 

o Answer: D) 11110 

o Bloom's Level: Applying 

5. What is the primary advantage of using a Carry-Lookahead Adder over a Ripple-

Carry Adder? 
o A) Simplicity in design 

o B) Reduced power consumption 

o C) Faster computation by reducing propagation delay 

o D) Lower cost 

o Answer: C) Faster computation by reducing propagation delay 

o Bloom's Level: Analyzing 

Unit IV: Input-Output and Memory Organization 

1. Which I/O technique allows devices to communicate with the CPU without involving 

the CPU for each data transfer? 
o A) Programmed I/O 

o B) Interrupt-Driven I/O 

o C) Direct Memory Access (DMA) 

o D) Memory-Mapped I/O 

o Answer: C) Direct Memory Access (DMA) 

o Bloom's Level: Understanding 

2. In the memory hierarchy, which memory has the fastest access time? 
o A) Hard Disk Drive 

o B) Main Memory (RAM) 

o C) Cache Memory 

o D) Registers 

o Answer: D) Registers 

o Bloom's Level: Remembering 

Unit V: Advanced Computer Architectures and Parallel Processing 

1. Which characteristic is commonly associated with RISC (Reduced Instruction Set 

Computer) architectures? 
o A) Complex instructions that perform multiple operations 

o B) Variable-length instruction formats 

o C) A large number of addressing modes 

o D) Fixed-length, simple instructions that execute in a single clock cycle 

o Answer: D) Fixed-length, simple instructions that execute in a single clock cycle 

o Bloom's Level: Understanding 



 

2. In contrast to RISC architectures, CISC (Complex Instruction Set Computer) 

architectures typically: 

o A) Utilize a small set of simple instructions 

o B) Employ fixed-length instruction formats 

o C) Feature a large set of complex instructions capable of performing multiple 

operations 

o D) Execute all instructions in a single clock cycle 

o Answer: C) Feature a large set of complex instructions capable of performing 

multiple operations 

o Bloom's Level: Understanding 

3. What is the primary advantage of pipelining in CPU design?  

o A) Simplifies the control unit 

o B) Increases the clock speed of the processor 

o C) Allows multiple instructions to be processed simultaneously at different stages, 

improving throughput 

o D) Reduces the number of instructions needed for a program 

o Answer: C) Allows multiple instructions to be processed simultaneously at 

different stages, improving throughput 

o Bloom's Level: Understanding 

4. Which type of processing involves multiple processors working on different parts of 

a task simultaneously? 
o A) Serial Processing 

o B) Parallel Processing 

o C) Batch Processing 

o D) Time-Sharing 

o Answer: B) Parallel Processing 

o Bloom's Level: Understanding 

5. In vector processing, what is the primary advantage of using vector instructions 

over scalar instructions? 

o A) Reduced power consumption 

o B) Simplified programming model 

o C) Ability to perform the same operation on multiple data elements 

simultaneously 

o D) Increased clock speed 

o Answer: C) Ability to perform the same operation on multiple data elements 

simultaneously 

o Bloom's Level: Understanding 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

TUTORIAL PROBLEMS  WITH  BLOOMS MAPPING 

 

Unit I: Digital Computers and Microoperations 

1. Draw and explain the block diagram of a digital computer, detailing the function of 

each component. 
o Bloom's Level: Understanding 

2. Given a set of micro-operations, write the corresponding Register Transfer 

Language (RTL) statements. 
o Bloom's Level: Applying 

3. Design a 4-bit Arithmetic Logic Unit (ALU) that can perform basic arithmetic and 

logic micro-operations. Explain your design process and the function of each 

component. 
o Bloom's Level: Creating 

4. Analyze the instruction cycle of a basic computer and explain the role of timing and 

control signals during each phase. 
o Bloom's Level: Analyzing 

5. Explain the process of handling an interrupt in a computer system. What changes 

occur in the CPU during an interrupt? 
o Bloom's Level: Understanding 

Unit II: Microprogrammed Control and CPU Organization 

1. Describe the structure and function of control memory in a microprogrammed 

control unit. How does address sequencing work in this context?  
o Bloom's Level: Understanding 

2. Given a specific instruction format, identify the opcode, addressing mode, and 

operands. Explain how the CPU interprets this instruction. 
o Bloom's Level: Applying 

3. Compare and contrast different addressing modes used in CPU instruction sets. 

Provide examples of how each mode affects instruction execution. 
o Bloom's Level: Analyzing 

4. Design a simple microprogram for a hypothetical instruction set. Explain how the 

control unit uses this microprogram to execute instructions. 
o Bloom's Level: Creating 

5. Evaluate the impact of various data transfer and manipulation instructions on CPU 

performance. How do these instructions influence program control flow? 
o Bloom's Level: Evaluating 

Unit III: Data Representation and Computer Arithmetic  

1. Convert the following decimal numbers to their 8-bit signed binary (two's 

complement) equivalents: 25, -37, 100, -128. Explain the conversion process. 

o Bloom's Level: Applying 

2. Perform binary addition and subtraction on the following pairs of 8-bit two's 

complement numbers: (01101001, 00110110) and (11011001, 10100110). Indicate 

any overflow conditions. 
o Bloom's Level: Applying 



 

3. Explain Booth's multiplication algorithm and demonstrate its application by 

multiplying the binary numbers 1101 and 1010. 

o Bloom's Level: Understanding 

4. Analyze the steps involved in the non-restoring division algorithm when dividing 

10110 by 110. Show the quotient and remainder. 

o Bloom's Level: Analyzing 

5. Design a hardware circuit for performing floating-point addition, considering 

normalization, alignment, and rounding. Explain each component's role in the 

process. 
o Bloom's Level: Creating 

Unit IV: Input-Output and Memory Organization 

1. Describe the process of asynchronous data transfer between the CPU and 

peripheral devices. What challenges arise, and how are they addressed? 
o Bloom's Level: Understanding 

2. Given a memory hierarchy with specific access times and sizes for cache, main 

memory, and secondary storage, calculate the average memory access time.  
o Bloom's Level: Applying 

3. Analyze the impact of different cache mapping techniques (direct, associative, set-

associative) on cache performance. Provide examples to illustrate your points.  
o Bloom's Level: Analyzing 

4. Design a memory organization scheme that includes main memory, cache memory, 

and associative memory. Explain how data is transferred and accessed within this 

hierarchy. 

o Bloom's Level: Creating 

5. Evaluate the effectiveness of direct memory access (DMA) in improving data 

transfer rates between memory and I/O devices. Compare it with interrupt-driven 

and programmed I/O methods. 
o Bloom's Level: Evaluating 

Unit V: Advanced Computer Architectures and Parallel Processing 

1. Compare the characteristics of CISC and RISC architectures. How do these 

differences impact instruction execution and overall system performance? 
o Bloom's Level: Analyzing 

2. Explain the concept of instruction pipelining and identify potential hazards that can 

occur. How can these hazards be mitigated?  
o Bloom's Level: Understanding 

3. Design a simple 4-stage instruction pipeline for a hypothetical CPU. Describe the 

function of each stage and how instructions progress through the pipeline.  
o Bloom's Level: Creating 

 

 

 

 



 

 

 

4. Analyze the role of cache coherence protocols in multiprocessor systems. Why is 

cache coherence important, and what challenges does it address? 
o Bloom's Level: Analyzing 

5. Evaluate the performance benefits and challenges of implementing vector 

processing in modern CPUs. Provide examples of applications that benefit from 

vector processing. 

o Bloom's Level: Evaluating 

  



 

ASSIGNMENT QUESTIONS WITH BLOMMS MAPPING 

 

Unit I: Digital Computers and Microoperations 

1. Explain the basic components of a generic computing system, regardless of its 

internal architecture, with practical real-time examples. 
o Bloom's Level: Understand 

2. Discuss the different types of addressing modes used in computer architecture. 

Provide examples for each. 
o Bloom's Level: Understand 

3. Define condition codes. Can a processor be designed without any condition codes? 

Justify your answer. 
o Bloom's Level: Remember 

4. Describe the role of the Program Counter (PC) in the instruction cycle. How does it 

interact with other registers during instruction execution?  
o Bloom's Level: Understand  

5. Differentiate between hardwired control units and micro programmed control units. 

Discuss their advantages and disadvantages. 
o Bloom's Level: Analyze  

Unit II: Microprogrammed Control and CPU Organization 

1. Explain the concept of microprogramming in control units. How does it differ from 

hardwired control? 
o Bloom's Level: Understand 

2. What is control memory? Discuss its role in the design of a microprogrammed 

control unit. 
o Bloom's Level: Understand 

3. Describe the different phases of the instruction cycle. How does the CPU manage 

these phases efficiently? 
o Bloom's Level: Understand  

4. Analyze the impact of different instruction formats on CPU performance. Provide 

examples to support your analysis. 
5. Bloom's Level: Analyze  

6. Evaluate the effectiveness of various addressing modes in optimizing program 

execution. Which addressing mode would you recommend for a specific application, 

and why? 

o Bloom's Level: Evaluate 

Unit III: Data Representation and Computer Arithmetic  

1. Convert the decimal number 7562 to its octal equivalent. Show all steps involved in 

the conversion process. 

2. Bloom's Level: Apply  

3. Find the 1's and 2's complement of the 8-bit binary number 10101110. Explain the 

significance of these complements in computer arithmetic. 

4. Bloom's Level: Understand  

5. Explain Booth's multiplication algorithm. Illustrate its application by multiplying 

two binary numbers of your choice. 



 

6. Bloom's Level: Apply  

7. Discuss the IEEE standard for binary floating-point arithmetic. How does it ensure 

precision and accuracy in computations? 
o Bloom's Level: Understand 

8. Design a flowchart for adding and subtracting two fixed-point binary numbers 

represented in 1's complement form. Explain each step in the flowchart.  
o Bloom's Level: Create 

      Unit IV: Input-Output and Memory Organization 

1. What is Direct Memory Access (DMA)? Explain its operation and advantages over 

other data transfer methods. 
o Bloom's Level: Understand 

2. Describe the different modes of data transfer between a CPU and its I/O devices. 

Compare their efficiencies and use cases. 
o Bloom's Level: Analyze 

3. Explain the concept of memory hierarchy in computer systems. How does it enhance 

system performance? 
o Bloom's Level: Understand 

4. Consider a cache consisting of 256 blocks of 8 words each, totaling 2048 words. 

Assume the main memory is addressable by a 16-bit address and has 64K words 

divided into 8192 blocks of 8 words each. Calculate the number of bits in the Tag, 

Block, and Word fields of the main memory address for a direct mapping scheme.  
o Bloom's Level: Analyze 

5. Discuss the mechanisms of cache memory. How do cache mapping techniques 

influence cache performance? 
o Bloom's Level: Understand 

Unit V: Advanced Computer Architectures and Parallel Processing 

1. Explain the characteristics of Reduced Instruction Set Computer (RISC) 

architectures. How do they differ from Complex Instruction Set Computer (CISC) 

architectures? 
o Bloom's Level: Understand 

2. Discuss the different types of pipeline techniques used in modern processors. How 

do they improve instruction throughput? 
o Bloom's Level: Understand  

3. What are multiprocessors? Explain their architecture and how they differ from 

single-processor systems. 
o Bloom's Level: Understand 

4. List and explain various cache mapping techniques. How does each technique 

impact cache performance and system efficiency? 
o Bloom's Level: Analyze 

5. Define auxiliary memory. Discuss its role in the overall memory hierarchy of a 

computer system. 
o Bloom's Level: Understand 
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SCHEME AND SOLUTION OF INTERNAL TESTS 
 

 
 

1. Explain about the Arithmetic Micro Operations 

Arithmetic micro-operations are basic operations performed on numeric data stored in registers. These 

operations include: 

 Addition: Adds contents of two registers (e.g., A = A + B). 

 Subtraction: Subtracts one register from another using complement and addition (A = A - B is 

performed as A = A + (~B + 1)). 

 Increment: Increases the value of a register by 1 (A = A + 1). 

 Decrement: Decreases the value of a register by 1 (A = A - 1). 

 Multiplication and Division (in some architectures). 

These operations are fundamental for ALU (Arithmetic Logic Unit) operations in a CPU. 

2. Explain about the Logical Micro Operations 

Logical micro-operations manipulate binary data at the bit level. These operations include: 

 AND: Performs bitwise AND (A = A AND B). 

 OR: Performs bitwise OR (A = A OR B). 

 XOR (Exclusive OR): Performs bitwise XOR (A = A XOR B). 

 Complement: Inverts all bits in a register (A = NOT A). 

 Shift Operations: Logical shifting of bits left or right. 

These operations are useful in bitwise data manipulation and decision-making in digital systems. 

3. Define Interrupt and its Types 

An interrupt is a signal sent to the processor to temporarily stop its current execution and handle a 

special task. After handling the interrupt, the processor resumes the previous task. 

Q.No. Marks

1 5

2 5

3 5

4 5

5 5

6 5

Answer any two questions. Each question carries 5 marks.
Level of Bloom 

Taxonomy CO

Explain about the Arithmetic Micro operations?  
REMEMBER CO1

Explain about the Logical Micro operations? 
REMEMBER CO1

Define Interrupt and types and types of interrupts? UNDERSTAND CO2

Explain Design of control unit? ANALYZE C02

Explain the number system?with example?
REMEMBER CO3

Explain the number system?with example? UNDERSTAND CO3



 

Types of Interrupts: 

1. Hardware Interrupts – Generated by external devices like keyboards, printers, or timers. 

Examples: I/O device requests, timer interrupts. 

2. Software Interrupts – Generated by executing special instructions in a program. Example: 

System calls in an OS. 

3. Maskable Interrupts – Can be ignored or delayed by the CPU. Example: Interrupts from I/O 

devices. 

4. Non-maskable Interrupts (NMI) – Cannot be ignored; used for critical tasks like system 

failures. 

4. Explain the Design of Control Unit 

The Control Unit (CU) is responsible for directing the operation of the processor. It interprets 

instructions and generates control signals for execution. 

Types of Control Units: 

1. Hardwired Control Unit: 

o Uses fixed electronic circuits to generate control signals. 

o Fast but difficult to modify. 

2. Micro programmed Control Unit: 

o Uses a memory (Control Memory) to store control instructions (microinstructions). 

o Easier to modify and update but slower than hardwired. 

Working of Control Unit: 

 Fetches the instruction from memory. 

 Decodes the instruction. 

 Generates control signals to execute the instruction. 

5. Explain the Number System with an Example 

A number system is a way to represent numbers using symbols or digits. The most common number 

systems are: 

1. Binary (Base 2) – Uses only 0 and 1. Example: 1011₂ = 11 in decimal. 

2. Decimal (Base 10) – The standard number system. Example: 29 in decimal. 

3. Octal (Base 8) – Uses digits 0-7. Example: 25₈ = 21 in decimal. 

4. Hexadecimal (Base 16) – Uses digits 0-9 and letters A-F. Example: 1F₁₆ = 31 in decimal. 

Example Conversion: 

 Convert 1010₂ (binary) to decimal: 

1×23+0×22+1×21+0×20=8+0+2+0=10101×2^3 + 0×2^2 + 1×2^1 + 0×2^0 = 8 + 0 + 2 + 0 = 

10_{10}1×23+0×22+1×21+0×20=8+0+2+0=1010. 
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Q.No. Marks

1 5

2 5

3 5

4 5

5 5

6 5

Duration: 120 minutes, Max Marks: 35

Answer any two questions. Each question carries 5 marks.
Level of Bloom 

Taxonomy CO

Explain about the Arithmetic Micro operations?  
REMEMBER CO1

Explain about the Logical Micro operations? 
REMEMBER CO1

Define Interrupt and types and types of interrupts? UNDERSTAND CO2

Explain Design of control unit? ANALYZE C02

Explain the number system?with example?
REMEMBER CO3

Explain the number system?with example? UNDERSTAND CO3



 

 

 

 
 

CO1 CO1 CO2 CO2 CO3 CO3

Q. No.1 Q. No.2 Q. No.3 Q. No.4 Q. No.5 Q. No.6

Roll No. Distribution of Marks

1 23C31A6601 ADAPA RAKESH 5 5 5 15 8 3 26

2 23C31A6602 AITHA PRAVEEN 5 4 9 9 5 23

3 23C31A6603 AKARAPU ARPAN 0

4 23C31A6604 AMREEN 1 3 4 4 12 4 5 21

5 23C31A6605 ARURI PAVAN 3 3 5 11 8 3 22

6 23C31A6606 ARUTLA AJAY 3 4 5 1 13 8 5 26

7 23C31A6607 ATLA SAIKRISHNA 1 3 4 2 10 8 3 21

8 23C31A6608 BAIRABOINA PREETHI 3 3 4 3 13 9 5 27

9 23C31A6609 BAJJURI SANTHOSH 5 3 5 5 18 9 5 32

10 23C31A6610 BALABAKTHULA MANISHA 5 4 5 5 19 9 4 32

11 23C31A6611 BATTHULA DEEPIKA 1 4 5 4 14 9 5 28

12 23C31A6612 BEERUM LAXMI SRINIVAS 5 4 5 5 19 9 5 33

13 23C31A6613 BOINI AJAY 4 4 1 3 12 10 5 27

14 23C31A6614 BOLLENA VARSHA 5 3 5 5 18 9 5 32

15 23C31A6615 BOMMANAPELLY POOJITHA 4 1 5 5 15 9 5 29

16 23C31A6616 BURA SANJAY 4 4 8 4 3 15

17 23C31A6617 CHINNALA ARJUN 1 1 1 3 7 5 15

18 23C31A6618 CHINNAPALLY ASHWITHA 3 1 3 3 10 8 5 23

19 23C31A6619 CHINTHIREDDY PRAVEEN 5 5 5 5 20 9 5 34

20 23C31A6620 DARAVATH JASHWANTH 3 4 7 9 5 21

21 23C31A6621 DASARI LAHARI SRI 5 3 4 12 10 3 25

22 23C31A6622 DASARI SRINIVAS 0

23 23C31A6623 DASU SAIPRIYA 3 3 1 2 9 5 4 18

24 23C31A6624 DOLI ARCHANA 5 3 5 5 18 10 5 33

25 23C31A6625 DUDDE NITHISH 4 4 5 4 17 7 5 29

26 23C31A6626 DUPPATI PRANEETH 2 4 5 11 9 5 25

27 23C31A6627 EGA SHIVANI 5 3 4 4 16 9 5 30

28 23C31A6628 ELDI KARTHIK 1 4 1 7 3 11

29 23C31A6629 ENUGALA BHAVANI 2 3 5 3 13 8 4 25

30 23C31A6630 GAJJALA VARUN 3 5 2 5 15 8 5 28

31 23C31A6631 GANDHAM KARTHIK 4 4 9 3 16

32 23C31A6632 GANGINENI NAVEEN KUMAR 4 4 4 5 17 9 5 31

33 23C31A6633 GANJI KAVYA SHRI 2 3 5 4 14 10 3 27

34 23C31A6634 GOLI LAXMI PRASANNA 5 3 5 5 18 9 5 32

35 23C31A6635 GUJJULA RAMYA 4 3 5 4 16 8 5 29

36 23C31A6636 GUNDAMALA ARUN 2 1 3 6 3 12

37 23C31A6637 GUNISHETTI GANGOTHRI 2 3 3 3 11 3 4 18

38 23C31A6638 INDLA SANDHYA 5 3 4 5 17 9 5 31

39 23C31A6639 INTSHAR ALAM 9 3 12

40 23C31A6640 IPPA RITHWIK 4 1 5 9 3 17

41 23C31A6641 JANGETI KAVYA 0

42 23C31A6642 KANDUKURI JAYALAXMI 5 4 5 4 18 9 5 32

43 23C31A6643 KANKALA SUSHMITHA 5 4 5 4 19 9 5 33

44 23C31A6644 KANNAM SHIVA SAI 4 4 4 4 16 6 5 27

45 23C31A6645 KARRA SAHITHI REDDY 4 5 5 5 19 9 5 33

46 23C31A6646 KASANABOINA BHASKAR 9 3 12

47 23C31A6647 KATLA ARUN KUMAR 3 3 3 9 8 4 21

48 23C31A6648 KEESARI SRIRAM 3 5 5 2 15 6 5 26

49 23C31A6649 KOLA SIDDHARTHA 1 2 3 6 7 4 17

50 23C31A6650 KONTAM DIVYA 4 3 5 3 15 9 5 29

51 23C31A6651 KOTHA DIVYA 5 4 5 4 18 9 5 32

52 23C31A6652 KOTTURI CHAITHANYA 3 3 5 11 7 5 23

53 23C31A6653 KUCHANA SRAVANI 5 3 5 13 8 5 26

54 23C31A6654 LAKKA VARUN RAJ 4 2 3 9 10 3 22

55 23C31A6655 LEKKALA VARAPRASAD 1 1 9 3 13

56 24C35A6601 DASARI SIDDHARTHA 0

57 24C35A6602 JADALA SHIVA KUMAR 3 3 3 5 14 8 5 27

58 24C35A6603 KUCHANA SANDEEP 3 2 1 3 9 7 5 21

59 24C35A6604 LAKKARSU SUNNY 4 2 2 2 10 9 3 22

60 24C35A6605 MOHAMMAD ARIF AHMED 3 4 4 4 15 10 5 30

61 24C35A6606 NARUGULA SAI CHANDANA 3 4 4 3 14 6 3 23
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Obtained

S.No
MID-II



 

 

 

 

CO1 CO1 CO2 CO2 CO3 CO3

Q. No.1Q. No.2 Q. No.3 Q. No.4 Q. No.5 Q. No.6

Roll No. Distribution of Marks

1 23C31A6656 MAJJIGA VIJAY
1 1 3 5 9 3 17

2 23C31A6657 MANDA NAGARAJU 2 2 4 9 4 17

3 23C31A6658 MEKALA DIVYA 5 3 5 5 18 9 5 32

4 23C31A6659 MEKALA SPANDANA 5 1 3 3 12 8 5 25

5 23C31A6660 MERUGU SRUTHI 5 5 5 4 19 10 5 34

6 23C31A6661 MOHAMMAD ABDULLA 5 5 10 8 3 21

7 23C31A6662 MOHAMMAD ILIYAZ SHAREEF 2 2 9 5 16

8 23C31A6663 MOHAMMAD SAKHIB ALI 4 3 7 8 3 18

9 23C31A6664 MUDU RESHMA 5 5 5 15 10 5 30

10 23C31A6665 MUKKA KRUSHIKA 4 3 4 3 14 9 5 28

11 23C31A6666 MUNJALA CHARAN TEJA 1 3 1 3 8 10 5 23

12 23C31A6667 MUTHARAM HEMANTH KUMAR 3 3 5 4 15 10 5 30

13 23C31A6668 NAMPELLI MAHESH 2 2 1 2 7 9 5 21

14 23C31A6669 NARAGANI SATHWIKA 5 4 4 4 17 9 5 31

15 23C31A6670 NARISHETTI VARSHINI 5 5 5 4 19 10 5 34

16 23C31A6671 NERELLA NAVEEN 5 4 2 11 6 4 21

17 23C31A6672 ODELA MANASWITHA 5 5 4 5 19 9 5 33

18 23C31A6673 ORIGANTI NAVYA 4 5 5 2 16 10 5 31

19 23C31A6674 PAINDLA SAI BHARATH 4 4 2 9 8 4 21

20 23C31A6675 PATHUKALA SAI RAHUL KUMAR 2 3 3 8 10 5 23

21 23C31A6676 PODETI MEGHANA 4 5 5 5 19 8 3 30

22 23C31A6677 PODISHETTY ROHITH 4 3 3 4 14 9 5 28

23 23C31A6678 POLEPAKA JAYPRAKASH 1 1 2 4 10 3 17

24 23C31A6679 POSHALA MEENAL 1 4 5 10 10 5 25

25 23C31A6680 POSHALA RAMCHARAN 1 1 10 3 14

26 23C31A6681 POTHARAJU SANDHYA 2 4 4 4 14 10 5 29

27 23C31A6682 PULLURI SATHWIKA 4 4 4 5 17 10 5 32

28 23C31A6683 RACHAKONDA RAMA KRISHNA 10 3 13

29 23C31A6684 RACHARLA VENKATESHWARLU 4 4 4 3 15 9 5 29

30 23C31A6685 RAPAKA LAKSHMI PRASANNA 4 5 5 5 19 9 5 33

31 23C31A6686 RAPARTHI AKHILA 5 4 5 1 15 3 3 21

32 23C31A6687 RAPOLU VIGNESH 4 4 4 5 17 10 5 32

33 23C31A6688 SALLA RAMCHARAN 3 3 10 3 16

34 23C31A6689 SALVA AKBAR 5 4 5 5 19 10 5 34

35 23C31A6690 SAMALA BHANU PRAKASH 3 1 4 9 4 17

36 23C31A6691 SHAIK PARVEEN 4 4 5 2 15 7 5 27

37 23C31A6692 SINGA KOUSHIK BHAT 1 1 8 3 12

38 23C31A6693 SIRISHETTI RISHI 4 5 3 3 15 4 4 23

39 23C31A6694 SUSHMITHA MALLAVARAPU 3 5 5 13 8 5 26

40 23C31A6695 SYEDA TASNEEM SADAF 5 4 3 5 17 10 5 32

41 23C31A6696 TAHZEEB 5 3 5 5 18 7 5 30

42 23C31A6697 THAKUR NEMAN SINGH 3 2 3 8 7 3 18

43 23C31A6698 THALLA KUMARA SWAMY 5 2 2 9 8 4 21

44 23C31A6699 THOTA MURALI 1 3 4

45 23C31A66A0 THOTA SATHWIK 4 2 5 11 8 3 22

46 23C31A66A1 UDUTHALABOINA SAI VARSHITH 3 2 5 10 8 4 22

47 23C31A66A2 VADYARAPU LAVANEETH CHARY 3 3 7 3 13

48 23C31A66A3 VANGALA PAVITHRA 5 4 5 5 19 7 5 31

49 23C31A66A4 VELAMASHETTI ABHINAI 4 5 2 11 9 4 24

50 23C31A66A5 VELPULA MAHESH 2 2 1 4 9 8 3 20

51 23C31A66A6 VENGALA GREESHMA 2 3 3 4 12 8 4 24

52 23C31A66A7 YARA DILIP 4 4 3 4 15 8 4 27

53 23C31A66A8 YARLAGADDA HARSHAN 4 2 4 10 6 5 21

54 23C31A66A9 YERRAM ANIRUDH REDDY 5 5 10 7 5 22

55 23C31A66B0 KOMMANAVENI HARDHIK 3 3 7 3 13

56 24C35A6607 NIMMAKANTI DHANUSH 3 3 4 2 12 6 5 23

57 24C35A6608 POKKULA NIKHIL RAJ 1 1 2 4 6 3 13

58 24C35A6609 RAJULAPATI LAKSHMAN 3 4 3 3 13 8 3 24

59 24C35A6610 RAJULAPATI RAM 5 3 3 3 14 8 3 25

60 24C35A6611 SREEPADA SANTHOSH 2 4 4 10 7 5 22

61 24C35A6612 URUGONDA SAI KUMAR 2 3 4 5 14 8 5 27

Course Outcomes
THEORY 

(MAX 20)

QUIZ    

(MAX 10)

Assignment 

(MAX 5)

TOTAL     

(MAX 35)

Questions Aligned to Course Outcomes and 

Marks Obtained

S.No
MID-II



 

 

 

 

XXIV. REFERENCES, JOURNALS, WEBSITES AND E-LINKS IF ANY 

 

TEXTBOOK: 

1. ComputerSystemArchitecture–M.MorrisMano,ThirdEdition,Pearson/PHI. 

 

REFERENCEBOOKS: 

2. ComputerOrganization–Carl Hamacher,ZvonksVranesic,SafeaZaky, 

VthEdition,McGraw Hill. 

3. ComputerOrganizationandArchitecture–

WilliamStallingsSixthEdition,Pearson/PHI. 

4. StructuredComputerOrganization–AndrewS.Tanenbaum,4thEdition, PHI/Pearson. 

 

WEBSITE ADDRESSES 

    

1. https://www.geeksforgeeks.org/computer-organization-and-architecture-tutorials/ 

2. https://www.goclasses.in/courses/Computer-Organization-and-Architecture-

65562af7e4b0a2a329e8d5e0 

3. https://onlinecourses.nptel.ac.in/noc20_cs64/preview 

4. ttps://www.coursera.org/learn/comparch 

 

LIST OF TOPICS FOR STUDENTS’ SEMINARS: 

1. Processor Design and Architecture: 

 Evolution of Microprocessor Architectures 

 Comparative Analysis of RISC and CISC Architectures  

 Superscalar and VLIW Architectures 

 Out-of-Order Execution: Concepts and Implementations  

 Branch Prediction Techniques in Modern Processors 

2. Memory Systems: 

 Cache Memory Organization and Optimization Strategies 

 Virtual Memory Management Techniques 

 Memory Hierarchy Design and Performance Implications Emerging Memory 

Technologies: Innovations and Applications  

3. Parallel Processing and Pipelining: 

 Instruction-Level Parallelism: Techniques and Challenges 

 Pipeline Hazards: Detection and Resolution Strategies 

 Multi-core Processors: Architecture and Performance Considerations 

 GPGPU Architecture and Parallel Computing Applications 

https://www.geeksforgeeks.org/computer-organization-and-architecture-tutorials/
https://www.goclasses.in/courses/Computer-Organization-and-Architecture-65562af7e4b0a2a329e8d5e0
https://www.goclasses.in/courses/Computer-Organization-and-Architecture-65562af7e4b0a2a329e8d5e0
https://onlinecourses.nptel.ac.in/noc20_cs64/preview


 

4. Input/Output Systems and Storage: 

 Direct Memory Access (DMA): Mechanisms and Benefits I/O Interface Standards and 

Protocols 

 Solid-State Drives (SSDs) vs. Hard Disk Drives (HDDs): Architectural Differences 

RAID Configurations: Performance and Reliability Trade-offs 

5. Advanced and Emerging Topics: 

 Quantum Computing Architectures: Principles and Prospects 

 Neuromorphic Computing: Emulating Neural Architectures in Hardware 

 Approximate Computing: Balancing Accuracy and Efficiency 

 Edge Computing Architectures: Design and Implementation Challenges 

CASE STUDIES 

Processor Architectures:  

 Pentium 4: Analyze the organization and architecture of the Pentium 4 processor, 

including its pipeline, cache design, and instruction set.  

    Multi core Processors:  
Investigate the design and performance characteristics of multicore processors, focusing on 

issues like inter-core communication and memory access.  

   RISC vs. CISC:  
Compare and contrast RISC and CISC architectures, examining their strengths, weaknesses, and 

suitability for different applications.  

  Von Neumann vs. Harvard Architecture:  
Analyze the differences between Von Neumann and Harvard architectures, and discuss the 

advantages and disadvantages of each.  
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